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CONTINUOUSLY VARIABLE TRANSMISSION LEAKAGE TEST RESULTS 

 

 

Abstract 

After a short introduction characterizing the general outline of the issue, this paper describes the test results of 
oil leakage measurements through CVT actuator seals. The research was done using Jatco company's CVT 7 
model, the popular gearbox for small passenger cars. Several curves of leakage values are given for both 
actuators, concerning different conditions such as rotational speed, oil temperature or pressure. 
In the summary several conclusions are formulated, based on presented test results. The determined maximal 
value of leakage is about 1 l/min. It emerged that the influence of centrifugal force is negligible. What is more, 
the observed phenomena are shortly described and projected for more detailed investigation.  
 
 
Key words 

passenger car‘s driveline, power loss, efficiency improvement, continuously variable transmission, hydraulic 
control system, leakage values  
 
 
Introduction 

The stepless transmissions in passenger cars called CVT (Continuously Variable Transmission) are becoming 
increasingly more popular [1]. This is because of their advantages and progress made during the last two or 
three decades concerning their design and control [2, 3]. They make it possible to accelerate a car at a constant 
value of an engine’s rotational speed, which may be set to maximal efficiency, torque, power or minimal fuel 
consumption [4].  
 
Unique feature of CVT is that it permits the KERS [5] system (Kinetic Energy Recovery System) to work in a car. 
With this system, it is possible to recover a car's energy during braking and use it later for accelerating. The 
idea of a hybrid system with CVT and mechanical energy accumulator is described in [6]. They are different 
methods of braking energy recuperation (e.g. popular electric storage [7], [8] or pneumatic storage [9], [10]) 
but the kinetic energy accumulator (which is actually a rotating mass) is much more ecofriendly than a set of 
batteries and their long-term effect on CO2 balance, considering the manufacturing process, utilization, 
recycling, etc.  
 
Minimization of energy consumption is one of a vehicles’ essential requirements from the viewpoint of 
sustainable transport. The features of this type transmission lead to savings in fuel consumption [2, 11]. 
Nevertheless, the method of ratio control system remains problematic because of its high energy-consuming 
character [12, 13]. The Department of Vehicles and Fundamentals of Machine Design of Lodz University of 
Technology (TUL), has devised a new solution which has a good chance of solving this difficulty [14]. 
 
Currently, the most common CVT solution employs a pair of conical sheaves which are moved axially for 
changing the ratio. The axial movement is executed by hydraulic actuators. The characteristic feature of the 
actuators is they are located inside the conical pulleys (sheaves) and rotate. The phenomenon of leakage 
through their sealings can be noticed and of course contributes to the deterioration of the system’s efficiency 
[15], [16]. Study on CVT’s sealings is presented in [17]. Research is incessantly carried out around the world 
both to improve the efficiency of pump of hydraulic control system [18] and to elaborate more efficient way of 
controlling CVT ratio [19]. 
 
Maintaining value of leakage is vital for CVT control’s operation, particularly when considering the new, TUL 
solution. In this design, there are two pumps driven electrically. The first pump, described as P1 is responsible 
for ratio changing and placed between the pulleys’ actuators [14]. It can rotate in both directions and transmit 
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oil between the actuators. A second pump called P2 is accountable for the belt's tension and compensating 
leakages in the circuit. 
 
If the value of leakage is negligible, there is a possibility to change the positions of actuators (and ratio) by 
controlling the volume of oil which is pumped between them. In this case, the P2 pump's delivery will be very 
small as well as its power consumption. In case of serious leakages (about 6[l/min]) it can turn out that pump 
P1 (responsible for ratio changing) might have only one direction of rotation. This is because when this pump is 
being stopped, the decrease of pressure due to the leakages will be so fast that the ratio’s change speed will be 
sufficient. 
 
Significant values of leakage deteriorate the mentioned conception of ratio control because this phenomenon 
changes the volumes of oil inside the actuators. This issue must take in account the algorithm of the control 
system. Designers of transmissions have to make a compromise between the leak tightness and the resistance 
caused by the sealings. 
 
Because of the above mentioned triggers, the need of research of currently available CVT sealing systems 
becomes evident. For typical solutions with one pump, results of this investigation will contribute to improve 
the control algorithm and a slight improvement of fuel consumption. The results are much more significant for 
TUL’s solution where not only algorithm tuning will be possible. Outcomes of the research enable the design of 
a proper hydraulic circuit with a new solution, e.g. fit all size pumps. It is crucial to equally optimize software as 
well as system hardware because it results in the best reduction of energy consumption. According to Bradley 
[20, 21], the results of vehicle testing show that a similar control system reduces the required control power by 
more than 83% and TUL’s solution, after mentioned optimization, could be even more efficient. 
 

 

Test stand description 

The object chosen to be tested was the popular Jatco model CVT 7 [22] gearbox. It has a built-in pump which 
had to be disconnected from the actuators in order to measure the leakage values by using (external) flow-
meters. After the analysis of the design, special plugs were made and put inside the gearbox’s channels to 
block the oil flow from the internal pump.  
 
The external oil flow was delivered to both actuators by technological holes which were unplugged, as 
presented in Fig. 1 on the gearbox’s side view.  
 

 
Fig. 1. Picture of the tested gearbox 

Source: Author’s 
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The next task was to devise a way to supply the actuators with the proper pressure values. First, it was pointed 
out that to determine the dependence of leakage from pressure value, both actuators can operate at equal 
pressures – therefore there is no need to control them independently.  
 
The first idea was the use of a simple hydraulic pump and a PWM-controlled solenoid valve [23] to change the 
pressure. Unfortunately, severe disturbances in oil flow measurement were observed. It could be caused by 
the solenoid valve, which connects 200÷300 times per second the oil supply with the output line. When using a 
precise flow-meter with high resolution (circa 2200 samples per liter) the oscillations from the solenoid valve 
could have been transferred to its output. 
 
After this misfortune, another solution to supply the actuators was selected and is presented in the scheme of 
the test bench in Fig. 2. The CVT transmission (No. 6) is driven by an electric motor (No. 5) characterized by its 
maximum rotational speed of 3000[rpm]. The needed pressure value is supplied from the hydraulic group  
(No. 3) (H-G). Hydraulic group contains an oil filter with 3 micron solid particulate filtration, a flow-meter and 
regulation of temperature of output oil. An oil filter in original gearbox’s hydraulic circuit is employed as well to 
keep oil uncontaminated. 
 
The oil is delivered to both pulley's actuators. The oil which enters each chamber is measured by flow-meters 
No. 1 and No. 2. One of them, has a small range of 1,6[l/min] with measurement tolerance 1[%] and values 
from this flow-meter were taken for all further analyzes because the expected maximal value of leakage was 
about 1[l/min]. After tests of the P1 pulley, the position of this flow-meter was changed from “1” to “2” in 
order to precisely measure the value of leakages on the second actuator. Oil which passed through the sealings 
dripped to the oil sump and when the amount exceeded a specified level was directed to the hydraulic group - 
Fig. 2.  
 
Two oil temperature sensors were applied. The T1 sensor (Fig. 2) measures the CVT’s input oil temperature 
which delivers the H-G. This temperature is controlled by the cooling system of H-G and was always kept 
constant during particular test series. Because this is supply line for CVT, this value of temperature was 
selected as a reference during research. The T2 sensor was employed to check the temperature of oil which 
quit the CVT gearbox. To achieve the best uniformity of temperature in the gearbox and most accurate results, 
both temperatures had to be similar at the beginning of the test. The fan (No. 4) was used to intensify the 
dissipation of heat from the gearbox during tests at high rotational speed. Temperature phenomena will be 
described further. 
 

 
Fig. 2. Scheme of the test bench 

Source: Author’s 

 

The test stand correspond to real conditions in a car because electric motor (No. 5) substitutes the engine. 
Additional fan (No. 4) simulates the air flow which occurs during driving and cools the gearbox. H-G (No. 3) 
replaces the original oil sump with integrated radiator. 
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Test results 

Tests were conducted at three constant values of oil temperature: 30[
◦
C], 60[

◦
C] and 80[

◦
C]. Temperature  

80[
◦
C] is the typical operational temperature of oil in vehicle’s gearbox and that is why selected test results are 

presented only for this temperature. Research of lower values was conducted in order to check the influence of 
temperature and phenomena which occurs when gearbox gets warm. 
 
Leakages were tested at the following pressures: 0,5[MPa], 1,5[MPa], 2,5[MPa], 3,5[MPa] and 4,5[MPa] in 
order to verify the suspected pressure influence. 
 
Each pulley’s leakages were tested at rotational speed of the pulley set to: 0[rpm], 500[rpm], 1000[rpm] and 
3000[rpm]. 
 
In most cases, the leakages were checked twice in order to examine the reliability and repeatability of 
measurements. If both series gave similar results, averaged values are presented. After finishing all the 
measurements for the P1 pulley, a precise flow-meter was installed on the P2 pulley and all points were 
repeated - in this test series, the rotational speed was set on the P2 pulley.  
 
It should be underlined, that the P1 pulley has a doubled actuator chamber (with a total area of 175[cm

2
]) 

while the P2 actuator chamber is single and has 82[cm
2
] area, as shown in Fig. 3. P2 pressure is highest in the 

Jatco CVT 7 and it was necessary to double the P1 actuator to achieve greater axial force to the P1 actuator to 
enable the ratio change.  
 

 
Fig. 3. Cross section of CVT 

Source: Author’s 

 
First, test results for 0[rpm] are presented. These are the simplest among all scheduled tests because there is 
no heating disturbance phenomenon (caused by friction when turning the gearbox’s shafts) and no oil flow 
perturbation caused by (small) axial oscillations of the pistons which occur when the transmission is turning - 
this phenomenon is described further. 
 
Fig. 4 shows the test results for the P1 actuator and different values of oil temperature. The maximal value of 
leakage (0,65[l/min]) can be observed for the highest oil temperature (80[

◦
C]) and pressure 3,5 [MPa]. The 

shape of the achieved curves is thought provoking. The higher the pressure, the lower the increase of leakage 
can be observed. This was particularly for the highest temperature range when leakages dropped a little at top 
pressure. 
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There could be two explanations of this phenomenon. First concerns the oil temperature - before the test the 
gearbox was warmed to the required temperature by turning the gearbox shafts. When the test started  
(for 0[rpm]) the oil inside CVT started to cool which caused a drop of leakage, regardless of the pressure 
increase. Nevertheless, the impact of this process should be slight because the whole test lasts only a few 
minutes. The second explanation relates to the sealings and their features. It is possible that due to higher 
pressure the sealing tightens which contributes to lower leakages. Most likely the answer is a combination of 
both mentioned theories. 

 

 
Fig. 4. Test results for P1 actuator, 0[rpm] and different values of oil temperature 

Source: Author’s 

 
Fig. 5 shows test results for the P2 actuator, 0[rpm] and various values of oil temperature. The maximal value 
for 80[

◦
C] is close to 1,2[l/min] which is noticeably more than for the P1 actuator. When compared to P1 results 

it can be observed different shape and there is no leakage fall when pressure is increased. Different properties 
can be explained by the distinct design of actuators presented in Fig. 3. 
 

 
Fig. 5. Test results for P2 actuator, 0[rpm] and different values of oil temperature 

Source: Author’s 

 
In Fig. 6 the leakage values are presented for the P1 actuator at 80[

◦
C], at various rotational speeds. Based on 

the results from the mentioned graph, a general tendency can be observed for leakages for all values of 
rotational speed increase together with increased pressure. The next remark concerns the fact that the curves 
of higher values of rotational speed are steeper. A probable explanation is connected with temperature 
phenomena. Analogously, like the small drop of leakages from Fig. 4 was explained by the lowering of oil 
temperature at the contact area of belt and pulleys, this time higher rotational speed causes more severe 
warming of oil inside the gearbox (mainly because of friction). As shown in Fig. 6, leakages increase more 
rapidly during the test. The highest value of leakage slightly exceeds 0,8[l/min]. It was possible to control the T1 
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temperature (the input one) but not the T2 temperature (the output one) because it was not feasible to apply 
cooling inside rotating CVT (and its actuators). The fan (Fig. 2) was used to reduce this phenomenon. 
 

 
Fig. 6. Test results for P1 actuator, temperature of oil 80[

◦
C] and different rotational speed values  

Source: Author’s 

 
Fig. 7 depicts test results for P2 actuator at temperature 80[

◦
C] and various values of rotational speed. Results 

are similar to those from Fig. 6. All previously mentioned relationships are also visible and true. The most 
significant difference concerns the value of leakages – such as for 0[rpm], leakages for P2 actuators are greater 
and for results from Fig. 7 achieve nearly 1,2[l/min] for 3000[rpm] and 4,5[MPa].  

 

 
Fig. 7. Test results for P2 actuator, temperature of oil 80[

◦
C] and different rotational speed values  

Source: Author’s 

 
 

Noticed phenomena 

Several phenomena were noticed while testing the CVT leakages: 
� Initially there was an idea to use solenoid-valves to produce p1/p2 pressures. High oscillations of oil-

flow value were noticed. Solenoid-valves were suspected to be the reason, so a new hydraulic circuit 
was made (presented earlier within the test bench scheme). Oscillations of oil-flow decreased 
significantly. What is more, it happened that solenoid valves became excited. This dangerous 
phenomenon is described in [23]. 

� Some oscillations still occur and are visible particularly when the pressure is low. The reason could be 
the axial movement of the pulley (it causes oscillations of oil inside the chamber), and as a result, in 
oil-flow. Those axial movements are more probable when axial force (pressure) is small. 

� Initially, one flow-meter with a small range (1,6[l/min]) was scheduled to be applied. When strong 
disturbances of oil flow were noticed at the beginning of the test (with solenoid valves) a set of three 
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flow meters was employed in order to have an additional control of flows and make measurements 
more reliable. It was interesting how big was the difference between the sum of the value from flow-
meter's “1” and “2” in comparison with the value indicated on flow-meter “3”- see Fig. 2. It was 
noticed that for most measurement points this difference is smaller than 0,05[l/min]. This proved the 
reliability of the flow-meter's precision.  

� For some conditions a very high value of leakages was observed. This happens when the gearbox was 
not in use for a long time and the pressure inside the chambers decreased to zero. After such a long 
break, when a small amount of oil pressure was applied, the value of leakage could achieve even a few 
liter per minute. The reason may be in the type of sealing, which need significant pressure value to be 
tightened. The last remark is in accordance with the assumption that the shape of curves from Fig. 4 is 
explained by tightening the seals by increasing pressure. 

� Curves presented in this paper are the averaged data from 2÷3 repeated series. Measurement 
repeatability is generally better for the secondary pulley which could be explained  by a simpler 
structure when compared to the primary one (doubled piston, two sealing sets). 

 
 
Summary and conclusions 

Table below contains a few, the most representative values of elaborated leakages: for significant rotational 
speed, oil temperature 80[degC] and two values of pressure. Low pressure (0,15[MPa] is typical for low load of 
engine which occurs during driving with steady speed, high pressure (0,45[MPa]) represents full load of engine, 
during e.g. acceleration. 
 

Table 1. Selected measurements of leakages 
 

conditions 

p [MPa] 

80[degC], 3000[rpm] 

P1 actuator [l/min] P2 actuator [l/min] 

0,15[MPa] 0,15 0,3 

0,45[MPa] 0,82 1,2 
 

Source: Author’s 

 
Presented research recognized the leakage phenomena in CVT. This outcome makes it possible to improve 
efficiency of CVT’s hydraulic control system. The results are peculiarly relevant for mentioned TUL’s solution 
which has a good chance to decline power losses of the transmission and vehicle’s fuel consumption as well. 
Determined values enable to appropriate design of the proposed solution and optimization of its control 
algorithm. 
 
According to the test results, there are two main factors which strongly influence leakages: pressure and 
temperature. It was expected that the higher the pressure, the higher the leakages. Generally,  this rule is 
proved by test results. However, there are a few points of these principles which seem untrue - Fig. 4. This is 
most likely caused by the second main factor: temperature. Tests from Fig. 4 were performed at high 
temperature when the motion was stopped. After a few measurement points, the gearbox began to become 
cold, which probably disturbed the measurement. The opposite situation is visible at high rotational speed. The 
curve for 3000[rpm] has the highest slope because the transmission becomes hot very fast. This is also 
probably the reason the values of leakages are more or less the same at the beginning point of the test 
(0,5[MPa]) for all rotational speeds. The curve at 500[rpm] is sloped weakly, and stronger at 1000[rpm] and 
3000[rpm] mostly. If the influence of centrifugal force would be significant, the layout of curves should look 
different: the difference between all curves (for different rpm) should be noticeable from the beginning and 
remain more or less the same, to the end of the curves (4,5[MPa]). That’s why the influence of centrifugal force 
could be omitted here. Summarizing, the layout of temperatures inside the gearbox is hard to be determined 
precisely. It changes depending on current rotational speed. Changes of temperature inside the pulleys 
chamber result in changes of leakages. 
 
Research was not directed to investigate the influence of wear on leakages but it is expected that wearing of 
sealings will result in higher values of leakages. 
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Abstract 

Correlations between concentrations of selected air pollutants were analyzed in different areas in central 
Poland from 2012-2016. Three neighboring voivodeships (Lower Silesian, Lodz, and Masovian), were selected 
for which specific measurement locations were designated in urban and rural areas. The characteristics of the 
location of monitoring stations allowed to distinguish the following types of measurement stations: “urban-
transport”, “urban-background", "suburban-background", "town-background", and "rural-background". 
Therefore, using the Pearson's linear correlation coefficient, it was possible to analyze the interrelations 
between the occurrence of air pollution in various types of areas. It was found that the coefficient changed 
along with the type of area. Moreover, it turned out that the coefficient decreased in each voivodeship along 
with a decrease in the population density of the analyzed areas. In addition, concentrations of various air 
pollutants in given areas were compared. Also, it was observed that the strongest correlations occur between 
the results of calculations from measurement stations located in the same province. 
 
 
Key words 

air pollution; statistical analysis; nitrogen dioxide; particulate matter  
 
Introduction 

Occurrence of air pollution depends on the characteristics of the tested area. Levels of contaminants differ in 

urbanized and industrialized areas, and in less urbanized, or agricultural areas [1−3]. In addition, air quality 

varies depending on the characteristics of the region [2−4]. Generally, the level of air pollution is lower at rural 

sites, and higher in large cities [1, 5−6]. This is because air quality is strongly affected by emission sources of  air 

pollution [7−9]. Therefore, it is assumed that the presence of specific pollutants in the air may indicate the 

activity of selected types of emission sources [10−12]. For example, an increase in the concentration of 
nitrogen oxides and carbon monoxide in the air near a road can be associated with an increase in traffic 
intensity. While presence of PM10, sulfur oxides and carbon monoxide in a residential area is often associated 
with the impact of individual home’s fuel combustion. Also, meteorological conditions can affect the level of air 
quality. Nevertheless, the maximum and minimum daily concentrations at various areas could occur at a similar 
time (Fig. 1). For example, in Poland peak ground level ozone occurred usually at 15:00, nitrogen dioxide at 
7:00-9:00 and 19:00-21:00, sulphur dioxide at 10:00-12:00, carbon monoxide at 6:00-8:00 and 20:00-22:00, 
PM10 at 7:00-9:00 and 20:00-22:00 [6]. 
 
 

 
Fig. 1. Average hourly NO2 concentrations in winter periods in selected villages, towns and cities in Poland in 2012-2016. 

Source: [6] 
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Although the air quality, at a specific site, depend on many factors, some common characteristics of changes 
could be determined using statistical methods. Therefore, in literature, the correlation coefficient is often used 

as a statistical tool to analyze the nature of changes in air pollution [13−16]. Pearson's linear correlation 
coefficient is widely used, inter alia to analyze the dependencies between the presence of pollutants in the air, 
and various types of ailments and diseases occurring in the groups of people exposed to these pollutants 
[4,17]. By definition, this coefficient is used to determine the similarity of objects /variables and their linear 

interdependence [18−19]. When x and y are variables, the Pearson's linear correlation coefficient R can be 
calculated as follows (1): 
 

� = 	
∑ ���� − �̅� 	× �
� − 
����

���

���� − �̅�� 	× ���� − �̅��
 (1) 

 
Interpretation of the calculated coefficient depends on its value. The "stronger" are the interdependencies 
between variables, the higher is the coefficient. Therefore, specific ranges of the coefficient are determined, 

depending on the field of knowledge, to describe the “strength” of the interdependencies [19−20]. In this 
analysis, the interpretation of the R coefficient was adopted according to Table 1. 
 

Table 1. Interpretation of R linear correlation coefficient. 
 

R (-) Interpretation 

0.90–1.00 Very high correlation 

0.70–0.89 High correlation 

0.50–0.69 Moderate correlation 

0.30–0.49 Low correlation 

0.00–0.29 Little, if any, correlation 

 

 Source: [19] 

 
The analysis was aimed at demonstrating the interdependence (or lack thereof) between the occurrence of air 
pollution in various types of areas, especially urban and rural areas within the same region. However, in the 
literature, usually only the correlations between various pollutants and their dependence on meteorological 
conditions are calculated [16, 21]. Unfortunately, there is a lack of comparative calculations, regarding 
relationships between different urban and rural areas. Therefore, in the analysis, Pearson's linear correlation 
coefficients were determined between the concentrations of the selected pollutant in the air in areas with 
different characteristics, i.e. in urban and rural areas in three voivodships in central Poland. The pollutants 
analyzed were: nitrogen dioxide (NO2), sulfur dioxide (SO2), ground-level ozone (O3), and PM10. Additionally, in 
selected locations, correlation coefficients between concentrations of different air pollutants were compared.  
 
 
Method description 

Interdependencies between hourly air pollutants concentrations in various areas were analyzed by determining 
the Pearson's linear correlation coefficient R. Occurrence of pollutants was compared in three voivodeships 
(Lower Silesian, Lodz, and Mazovian) in central Poland, at selected areas: “urban traffic” - UT, “city 
background” - CB, “suburb background” - SB, “town background” – TB, and “rural background” – RB (Table 2). 
The occurrence of NO2, SO2, O3, CO, and PM10, was analyzed. The parts of data used in the analysis were 

obtained from 15 selected automatic air quality monitoring stations in Poland, during 2012−2016. Therefore, 
around 43,000 measurements of a given air pollutant were obtained from a single monitoring station. 
However, as technical and maintenance breaks occurred in operation of measuring stations, only the parts of 
data with at least 75% completeness for a particular year and station, were used in the analysis.  
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Table 2. Location of measuring stations in selected voivodeships in Poland (where: UT – urban traffic, CB – city background, 
SB – suburb background, TB – town background, RB – rural background) 

 

Province 
Name of  

settlement 

Type of 

settlement 

Type of 

monitoring station 

Lo
w

e
r 

S
il

e
si

a
 

Wrocław City UT, CB, SB 

Kłodzko Town TB 

Osieczów Village RB 
Lo

d
z 

Lodz City UT, CB, SB 

Piotrków Tryb. Town TB 

Gajew Village RB 

M
a

zo
v

ia
 

Warsaw City UT, CB, SB 

Piastów Town TB 

Belsk Duży Village RB 

 

Source: Author’s 

 
Results 

Changes in concentrations of air pollutants in a given area often correlated with changes in concentrations in 
other areas. For example, such a relationship is presented in Fig. 2, where the increase in NO2 concentration in 
the city’s downtown (CB area) is associated with an increase in this pollutant concentration outside the city 
center (SB area). 

 

 
Fig. 2. Correlation between NO2 concentrations at SB and CB stations in the city of Lodz. 

Source: Author’s 

 

For NO2, the correlation of results was medium−high between UT and CB (R ranged from 0.61 to 0.82), as well 
as between CB and SB (R from 0.61 to 0.82) (Table 3). The town background and rural background were most 
interdependent with the suburb background areas. However, the interdependencies between NO2 
concentrations were most visible in the areas within the same voivodeship. The highest correlation of 
coefficients were in the Lodz Voivodeship (R of 0.53-0.82) which varied less than in the other two voivodeships. 
This could indicate the similarity of conditions, such as traffic, urban planning, concentration of emission 
sources, affecting the change in pollution concentration. Generally, the correlation coefficient decreased as the 
area changed to less urbanized areas within the same voivodeship. This indicates an increase in the changes in 
the conditions of air quality along with "moving away" from city centers (UT, CB). The changes in hourly 
concentrations differed when approaching  areas characterized by a smaller number and density of inhabitants 



Acta Innovations • ISSN 2300-5599 • 2019 • no. 31: 14-22 • 17 

 

 

https://doi.org/10.32933/ActaInnovations.31.2 • 2300-5599 •  2019 RIC Pro-Akademia – CC BY 

(SB, TB, RB). This corresponded to the observation that usually air pollution level is much lower in rural areas 

comparing to urban areas [1, 5−6]. Unfortunately, in the literature, there is a lack of comparative calculations, 
regarding relationships between different urban and rural areas.  
 
Table 3. Correlation coefficient between NO2 concentrations in different areas (correlation was significant at the 0.01 level, 

2-tailed). Light grey shadowing was used to underline the correlation coefficints within the same region. 
 

- 
Lower Silesia Lodz Masovia 

UT CB SB TB RB UT CB SB TB RB UT CB SB TB RB 

Lo
w

e
r 

S
il

e
si

a
 UT - 

              
CB 0.63 - 

             
SB 0.40 0.73 - 

            
TB 0.39 0.49 0.49* - 

           
RB 0.12 0.43 0.43 0.39 - 

          

Lo
d

z 

UT 0.55 0.54 0.39 0.37 0.19 - 
         

CB 0.50 0.61 0.46 0.47 0.33 0.82 - 
        

SB 0.42 0.61 0.55 0.46 0.35 0.68 0.79 - 
       

TB 0.23 0.48 0.45 0.39 0.45 0.53 0.61 0.59 - 
      

RB 0.48 0.60 0.52 0.51 0.29 0.69 0.76 0.72 0.60 - 
     

M
a

so
v

ia
 

UT 0.56* 0.34 0.22 0.15 -0.02 0.47 0.38 0.39 0.15 0.39 - 
    

CB 0.58 0.38 0.20 0.27 0.07 0.58 0.55 0.39 0.28 0.45 0.61 - 
   

SB 0.42 0.52 0.47 0.43 0.24 0.59 0.67 0.65 0.54 0.69 0.53 0.55 - 
  

TB 0.38 0.50 0.44 0.41 0.24 0.62 0.68 0.61 0.58 0.68 0.42 0.54 0.80 - 
 

RB 0.22 0.38 0.33 0.36 0.43 0.37 0.49 0.44 0.55 0.48 0.08 0.27 0.44 0.49 - 

*Correlation was insignificant at the 0.01 level 

 

Source: Author’s 

 

The nature of SO2, O3, CO, and PM10 changes in Lodz voivodeship was similar to those of NO2. Namely, the 
linear correlation coefficient within the same voivodeship decreased along with the change to a less urbanized 

type of area (Tables 4−7). Interdependencies in various areas were high (and very high) in the case of ozone, 
and of carbon monoxide, but medium (and high) for particulate matters, and for SO2. This indicates a large 
similarity in the nature of changes in concentrations of these pollutants in the analyzed areas. Therefore, an 
increase of city background pollution occurred at a similar time as the increase in concentrations in other areas. 
The similarity was the greater, the more similar were the areas. Also, the analyzed correlations of the areas 

type (R = 0.52−0.95) were higher than correlations between air pollutants and weather conditions 

(R = ±0.01−0.89) in locations of other studies [21-22]. The calculated correlations were significant for the level 
0.01, unless otherwise indicated in the tables. Unfortunately, some stations in the Lodz voivodship did not 
perform measurements of SO2, O3 and CO. Therefore, the corresponding cells were marked as "not 
applicable" (n/a). 

Table 4. Correlation coefficient between 
SO2 concentrations in Lodz Province.  

Table 5. Correlation coefficient between O3 

concentrations in Lodz Province. 

SO2 UT CB SB TB RB 
 

O3 UT CB SB TB RB 

UT - 
     

UT - 
    

CB n/a - 
    

CB n/a - 
   

SB n/a 0.67 - 
   

SB n/a 0.95 - 
  

TB n/a 0.69 0.52 - 
  

TB n/a 0.90 0.87 - 
 

RB n/a 0.62 0.56 0.58 - 
 

RB n/a 0.86 0.84 0.88 - 

 

Source: Author’s 



Acta Innovations • ISSN 2300-5599 • 2019 • no. 31: 14-22 • 18 

 

 

https://doi.org/10.32933/ActaInnovations.31.2 • 2300-5599 •  2019 RIC Pro-Akademia – CC BY 

Table 6. Correlation coefficient between 
CO concentrations in Lodz Province.  

Table 7. Correlation coefficient between 
PM10 concentrations in Lodz Province. 

CO UT CB SB TB RB 
 

PM10 UT CB SB TB RB 

UT - 
     

UT - 
    

CB 0.90 - 
    

CB 0.87 - 
   

SB 0.80 0.83 - 
   

SB 0.75 0.80 - 
  

TB 0.78 0.78 0.70 - 
  

TB 0.71 0.75 0.70 - 
 

RB n/a n/a n/a n/a - 
 

RB 0.64 0.64 0.70 0.59 - 

 

Source: Author’s 

 
The nature of air pollution changes in the Masovia voivodeship was similar to that of the Lodz voivodship. 
Linear correlation coefficients decreased along with the change to a less urbanized type of area, within the 

same voivodeship (Tables 8−11). Interdependencies between air pollutants concentrations were high (and very 
high) in the case of ozone, medium (and high) for PM10, low (and medium) for SO2, and for CO. This indicated 
large similarities in the character of changes in the level of ozone in the analyzed areas, but much lower 
similarities for other analyzed pollutants. The correlations were significant for the level 0.01, unless otherwise 
indicated in the tables. Unfortunately, some stations in the Masovia voivodship did not perform measurements 
of SO2, O3, CO and PM10. Therefore, the corresponding cells were marked as "not applicable" (n/a). 
 

Table 8. Correlation coefficient between 
SO2 concentrations in Masovia Province.  

Table 9. Correlation coefficient between O3 

concentrations in Masovia Province. 

SO2 UT CB SB TB RB 
 

O3 UT CB SB TB RB 

UT - 
     

UT - 
    

CB n/a - 
    

CB n/a - 
   

SB n/a n/a - 
   

SB n/a n/a - 
  

TB n/a n/a 0.53 - 
  

TB n/a n/a 0.94 - 
 

RB n/a n/a 0.34 0.48 - 
 

RB n/a n/a 0.82 0.84 - 

 

Source: Author’s 

 

Table 10. Correlation coefficient between 
CO concentrations in Masovia Province.  

Table 11. Correlation coefficient between 
PM10 concentrations in Masovia Province. 

CO UT CB SB TB RB 
 

PM10 UT CB SB TB RB 

UT - 
     

UT - 
    

CB 0.53 - 
    

CB 0.69 - 
   

SB n/a n/a - 
   

SB 0.72 0.87 - 
  

TB n/a n/a n/a - 
  

TB n/a n/a n/a - 
 

RB 0.35 0.54 n/a n/a - 
 

RB 0.59 n/a 0.67
* 

n/a - 

  *Correlation was significant at the 0.05 level 

 

Source: Author’s 

 
Also, the nature of air pollution changes in the Lower Silesia voivodship was similar to that for the Lodz and 
Masovia voivodship. Linear correlation coefficients decreased along with the change of the type of area into 

less urbanized, within the same voivodeship (Tables 13−16). Interdependencies between air pollutants 
concentrations were high (and very high) in the case of ozone, but low (and medium) for SO2. This indicated 
large similarities in the character of changes in the level of ozone in the analyzed areas, but much lower 
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similarities for other analyzed pollutants. The correlations were significant for the level 0.01, unless otherwise 
indicated in the tables. Unfortunately, some stations in the Lower Silesia voivodship did not perform 
measurements of SO2, O3, CO and PM10. Therefore, the corresponding cells were marked as "not 
applicable" (n/a). 

 
Table 12. Correlation coefficient between 

SO2 concentrations in Lower Silesia.  
Table 13. Correlation coefficient between O3 

concentrations in Lower Silesia. 

SO2 UT CB SB TB RB 
 

O3 UT CB SB TB RB 

UT - 
     

UT - 
    

CB 0.69 - 
    

CB n/a - 
   

SB n/a n/a - 
   

SB n/a 0.95 - 
  

TB 0.46 0.48
 

n/a - 
  

TB n/a 0.80
 

0.84
* 

- 
 

RB 0.42 0.41
 

n/a 0.31 - 
 

RB n/a 0.82
* 

0.84 0.78 - 

  *Correlation was insignificant at the 0.01 level 

 

Source: Author’s 

 
Table 14. Correlation coefficient between 

CO concentrations in Lower Silesia.  
Table 15. Correlation coefficient between 

PM10 concentrations in Lower Silesia. 

CO UT CB SB TB RB 
 

PM10 UT CB SB TB RB 

UT - 
     

UT - 
    

CB 0.77 - 
    

CB n/a - 
   

SB n/a n/a - 
   

SB n/a n/a - 
  

TB n/a n/a n/a - 
  

TB n/a 0.40 n/a - 
 

RB n/a n/a n/a n/a - 
 

RB n/a n/a n/a n/a - 

 

Source: Author’s 

 
In addition, the occurrence of various pollutants was compared within stations containing the largest number 
of data, i.e. stations located in urban (CB, SB, TB) areas, and rural (RB) areas in the Lodz region. Correlation was 
the strongest for NO2, CO and PM10 (Tables 16-19). This could indicate the impact of emissions from road 

transport at similar times of the day [21]. Also, the analyzed correlations (R = -0.61−0.87) between air 
pollutants were comparable to other studies [21-22]. However, the O3 concentrations had negative correlation 
with other pollutants. This was because in Poland the ground-level ozone reached the highest concentrations 
during early afternoon, resulting from occurrence of photo-chemical processes, while other pollutants had the 
highest concentrations in the morning, in the evening, or at night [6]. The calculated correlations were 
significant for the level 0.01, unless otherwise indicated in the tables. Unfortunately, RB station did not perform 
measurements of CO. Therefore, the corresponding cells were marked as "not applicable" (n/a). 
 

Table 16. Correlation coefficient between air pollutants concentrations in CB area in Lodz Province. 

City 

Background 
NO2 O3 SO2 CO PM10 

NO2 - 
    

O3 -0.54 - 
   

SO2 0.42 -0.32 - 
  

CO 0.70 -0.55 0.61 - 
 

PM10 0.65 -0.44 0.61 0.84 - 

 

Source: Author’s 
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Table 17. Correlation coefficient between air pollutants concentrations in SB area in Lodz Province. 

Suburb 

Background 
NO2 O3 SO2 CO PM10 

NO2 - 
    

O3 -0.56 - 
   

SO2 0.36 -0.21 - 
  

CO 0.69 -0.53 0.46 - 
 

PM10 0.59 -0.34 0.45 0.74 - 

 

Source: Author’s 

 
Table 18. Correlation coefficient between air pollutants concentrations in TB area in Lodz Province 

Town 

Background 
NO2 O3 SO2 CO PM10 

NO2 - 
    

O3 -0.55 - 
   

SO2 0.51 -0.30 - 
  

CO 0.63 -0.45 0.71 - 
 

PM10 0.60 -0.38 0.67 0.87 - 

 

Source: Author’s 

 
Table 19. Correlation coefficient between air pollutants concentrations in RB area in Lodz Province 

Rural 

Background 
NO2 O3 SO2 CO PM10 

NO2 - 
    

O3 -0.61 - 
 

` 
 

SO2 0.35 -0.15 - 
  

CO n/a n/a n/a n/a 
 

PM10 0.56 -0.27 0.43 n/a - 

 

Source: Author’s 

 
 
Conclusions 

Calculated linear correlation coefficients for air pollutants had a similar tendency in the analyzed locations. 
Although the hourly concentrations of pollutants varied greatly depending on the area, some correlation 
between these results was observed. This was particularly visible within the same region, where the 
coefficients were the highest (R up to 0.82 for NO2, 0.69 for SO2, 0.95 for O3, 0.90 for CO, 0.87 for PM10). 
Correlation coefficient for air pollutants decreased along with the change of characteristics (UT, CB, SB, TB, RB) 
of the analyzed area to a less dense area. Results of measurements in the cities (UT and CB areas) were more 
strongly interrelated with each other, than results from a city (UT) and a village (RB). For example, PM10 
concentrations at urban traffic site in Lodz (Table 7) were highly correlated to city background (R = 0.87) suburb 
background (R = 0.75) and town background (R = 0.71), and moderate correlated to rural background 
(R = 0.64). However, interrelations between air pollutants in the same area were the strongest between NO2, 
CO and PM10 (Tables 16-19). Correlation coefficient between nitrogen dioxide and carbon monoxide was 0.70 
in city background, 0.69 in suburb background, and 0.63 in rural background. For NO2 and PM10 the coefficient 
was from 0.56 at RB monitoring station to 0.65 at CB station. This could indicate the impact of emissions from 
road transport, which generates inter alia those three pollutants. However, ground-level ozone had a negative 
correlation to other analyzed pollutants, as its concentration is usually increasing in the afternoon, contrary to 
other air pollutants [6]. This could be a result of photochemical processes, affected by solar radiation and 

ambient temperature [21]. Those interrelations were similar to those of other studies [21−22]. However, it 
should be remembered, that the correlation coefficients do not prove the existence (or absence) of 
dependencies between the analyzed variables [24], but may indicate the occurrence of such 
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interdependencies. Also, the results from air quality measuring stations might not always adequately represent 
the air quality conditions in large, especially highly urbanized areas [25]. 
 
Generally, R values decreased along with the change in the type of area into less urbanized, within the same 
voivodeship. Therefore, it should be further investigated if the most significant impact to this phenomenon was 
related to similar weather conditions in the same region, or the urban spatial structure, or hourly profiles 
(patterns) of human activity. However, a strong influence from all factors was very likely related. 
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A STUDY OF THE POSSIBILITY OF USING 3D MODELLING AND 3D PRINTING FOR ELECTRICAL CAPACITANCE 

TOMOGRAPHY SENSOR 

 
 
Abstract 

Nowadays, the optimization of energy consumption and resources is one of the most urgent topics in 
worldwide industry. The energy consumption monitoring and control in various multiphase flow industrial 
applications, where a proper flow characteristic and an optimal phase mixture control is crucial, is hard to 
perform due to the physical and chemical complexity of the processes. The Electrical Capacitance Tomography 
(ECT) is one of the relatively cheap non-invasive measurement methods that can help in the monitoring and 
control of optimal energy and resources dozing in industrial processes. ECT diagnostics systems use unique 
sensors that can non-intrusively detect spatial capacitance changes caused by spatial changes in the electrical 
permittivity of industrial process components. One of the latest ECT extensions is a three-dimensional 
measurement strategy that uses a multilayer structure of the capacitance sensor. In this paper, the authors 
propose a novel approach to the 3D ECT sensors fabrication process that uses 3D computer modelling and 
3D printing to easily get any sensor shape, electrode layout, scale and shielding strategy. This study compares 
the measurement abilities of a 3D ECT sensor fabricated using a traditional hand-made technique with the 3D 
printed device. The results have proven the potential of the new 3D print-based sensor regarding its significant 
fabrication time reduction as well as  the improvement of the overall 3D ECT sensor measurement accuracy 
and stability. 
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Introduction 

Advanced automation and control of production processes play a crucial role in keeping the world economy 
competitive in their environmental aspect. While costly process equipment and production lines can be seen as 
the heart of industrial production, modern monitoring and control systems driven by information technology 
are its brain. They provide the flexibility to adjust production processes quickly in order to achieve efficiency at 
the lowest possible amount of resources and energy consumption costs. Hence, the development and 
application of advanced diagnostic systems is one of the most effective levers for immediate and long-term 
gross energy savings. One of the modern monitoring techniques that can meet these requirements is an 
electrical process tomography. It is a relatively young imaging method for industrial diagnostics, undergoing 
dynamic development [1] [2]. Electrical process tomography is now considered an up-to-date method of 
visualization and it effectively competes with other well-known imaging techniques such as observations of 
physical-chemical phenomena by using optical cameras or their recording on photographic film. Tomographic 
imaging allows observation of the structure of the interior of an object without any necessity of interfering or 
taking an invasive look into its interior. The process of constructing a tomographic image is based on acquiring 
and processing measuring signals from a sensor or a set of sensors used to study a given object or process. 
Process tomography offers unique possibilities of visualising industrial processes: structures of solid objects, 
fluids, gases and multiphase mixtures, as well as the parameters of their flows [3], and, what is more, in real 
time. The information about the process gained in this manner can be useful for further development of 
research or as a rich source of knowledge in the field of diagnostics, monitoring and control towards an energy 
and resource saving. Process tomography systems are those into which theoretical bases, devices [4], 
algorithms [5] and approaches used in medical tomography are integrated. This can be observed especially in 
the case of two- and three-dimensional Electrical Impedance Tomography (EIT) and Electrical Resistance 
Tomography (ERT). These techniques are now acknowledged worldwide as non-invasive visualization methods 
of rapidly changing physiological processes used for heart or lung diagnostics [6] and solving environmental 
issues as well [7]. In the case of Electrical Capacitance Tomography (ECT), as opposed to resistance and 
impedance methods, the measurement itself is fully non-invasive, and we deal with the environment of non-
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conductive and typically dielectric properties. Such environments are common in numerous industrial 
processes. For many years electrical capacitance tomography systems have been regarded as an effective tool 
for non-invasive diagnosis and monitoring of two-phase, gas-liquid flows, pneumatic conveying of bulk 
materials in vertical and horizontal pipelines as well as in gravitational transport processes [3][8][9]. Initially 
capacitance tomography imaging method was used for two-dimensional visualization of an industrial process 
interior. The acquired measurement data enabled reconstruction of cross-sectional images of the process 
under test. Such an image allowed one to make only an approximate evaluation of an industrial process state, 
since the information obtained from measurement data was simplified and applied only to a specific industrial 
process section. In reality, however, industrial processes are of a spatial nature and require the use of fully 
three-dimensional imaging technique [10-17] in  real-time as well [18]. Main functional components of 3D ECT 
system have been shown in Fig. 1. 
 

 
Fig. 1. Example 3D ECT system diagram and its components. 

Source: [2] 

 
In the case of a 3D ECT the basic structure of the sensors and the measurement concept are the same as in a 
2D tomography (see Fig 2) [14]. The sensor is composed of a set of electrodes, each with a relatively high area 
of active surface [16]. The difference lies in their layout. In 2D ECT, with its cross-sectional arrangement of 
electrodes, some inhomogeneities (i.e. objects) can be difficult to distinguish and properly locate in 3D space as 
presented in Fig 3-A. 3D capacitances tomography uses a unique extended multilayer sensor structure where 
capacitance measurements are obtained by exciting electrodes from different layers as well and therefore any 
inhomogenity under test can affect all the measurements and can be distinguished in the final reconstructed 
image – Fig 3-B [19][20].  

 

Fig 2. 2D and 3D Tomography. 

Source: [19] 
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The most common and widely used method of building a 3D ECT sensor is to use a PVC or PMMA pipe and 
equip it with conductive plates on the outer surface connected with wires. There are two major drawbacks of 
such an approach. Firstly, a PVC or PMMA pipe has a thickness that can unfavorably reduce an electric field 
penetration strength. Secondly, manual mounting of these components at specific positions is a sort of “more 
or less” work and it can bring various disturbances of a proper geometry of sensor structure. An improvement 
of these issues may be important to a better electric field detection efficiency and may provide more reliable 
industrial process monitoring and control decision-making – as it is important for energy and resource savings. 
In this paper, the authors propose a novel approach to the 3D ECT sensor fabrication process that uses 3D 
computer modelling and 3D printing to easily get any sensor shape, electrode layout, scale and shielding 
strategy. The proposed solution is a significant step into optimization of a 3D ECT sensor structure and 
consequently a step into better monitoring efficiency of the industrial process. This study compares the electric 
field sensing efficiency and measurement abilities of a 3D ECT sensor fabricated using a traditional hand-made 
technique with the 3D printed device. 
 
 
3D printing of capacitance sensors 

3D printing typically refers to fabrication processes in which various materials are joined or solidified under 
computer control to create a three-dimensional object. 3D printing is used in both rapid prototyping and 
additive manufacturing. Objects can be of any shape or any geometry and typically are produced using digital 
model data from a 3D model or another electronic data source. In an additive process an object is created by 
putting down successive layers of heated and melted material until the object is completed. Each of these 
layers can be seen as a thinly sliced horizontal cross-section of the eventual object. In this study, Fused 
Filament Fabrication technology was used in this research to build a new structure of capacitance sensor. To 
develop a new mechanical structure of a precise 3D ECT sensor, its computational design has to be prepared as 
a first. To achieve this goal, a Blender 3D modeller was used for designing a structure of the sensor model and 
its components. The 3D ECT sensor model has to be designed according to various 3D printing constraints and 
must be examined for mesh structure errors so that a significant effort has to be put on avoiding very thin 
walls, redundant mesh points, faces, overhangs, intersections, etc. The mesh model has to be kept as manifold 
as possible to be 3D printed properly. Blender software is able to generate a 3D sensor output mesh in 
Stereolithography (STL) format which is widely used 3D printing format. There was a need for splitting a sensor 
model into two separate symmetric parts due to being limited to a 200mm height of printing. Both parts were 
redesigned to have special holes and inserts to arrange and connect both parts precisely. The Z-axe outermost 
electrode layout separation walls and joints have been printed with a half of their thickness to keep it uniform 
for all 3D ECT sensor model structure. The next step was to prepare 3D printing configuration. In this study the 
Ultimaker 3 printer with PLA (polylactic acid) printing material and the CURA printing software were used for 
the building and control of the printing process. The 3D printing solution we used in this research is able to 
build very precise 3D structures of the ECT sensor with unlimited shapes and wide range of scale. The current 
maximum resolution of the used printer is 0.4mm for XY axes and 0.06mm for Z axe (print layer thickness) and 
can be extended by using higher resolution printing modules in the future. The high 3D printing XY resolution 
was used here to generate very thin sensor wall for keeping distance between electrodes and scanning volume 
as low as possible. In the past it was very hard or even impossible to achieve in previous classic PMMA (or PVC) 
pipes-based 3D ECT sensors. Due to the fact that the 3D ECT sensor print model has hanging inter-plane 

Nie można obecnie wyświetlić tego obrazu.

Fig 3. Problem with object location in classic 2D tomography. 
Source: [19] 
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separation walls the dual printing heads approach has been applied using PVA water-dissolvable material for 
generating special supports. Finally the printed model was equipped with common electrical elements: 
electrode plates, wiring and screening system. The main stages of the developed 3D ECT sensors printing 
workflow have been illustrated in Fig 3. 

 

 
Fig. 3. The main steps of modelling, design and finishing 3D printed ECT sensor. 

Source: Author’s 

 

Forward and inverse 3D modelling 

The 3D ECT technique is based on measuring the changes in the electric capacitance between the capacitor 
planes as a result of changes in the dielectric properties of an object under test, located between these planes. 
The general capacitance tomography measurement concept is as follows: the positive potential on one of the 
electrodes (excited electrode) is set, while others are grounded. The measured capacitances are collected and 
then the other electrodes are excited. A limited set of measurements can then be used in image building. The 
forward problem for 3D electrical capacitance tomography is the simulation of M measurement data for given 
value of excitation for N electrodes and material permittivity distribution (ε ) ̂. The main goal of an inverse 
solution is to approximate of material permittivity distribution (ε  ) ̂inside of sensor volume using capacitance 
data C_M and electric field sensitivity matrix S_MxN. This general idea is illustrated in Fig. 4. 
 

 
Fig. 4. 3D ECT forward and inverse problem scheme. 

Source: Author’s 

 

Let’s take and assume no internal charges. Then the following equation holds: 
∇∙ε∇u=0 in Ω, (1) 

where: u is the electric potential, ε is dielectric permittivity and Ω represents the region containing the electric 
field. The potential on each electrode is known as: 

� = ν� 		��	��, (2) 
where: �� is the k-th electrode held at the potential	ν�. Using the Finite Elements Method we obtain: 

��ε�� = �, (3) 
where: the matrix � is the discrete representation of the operator ∇ ∙ !∇, the vector B is the boundary 
condition term and � is the vector of electric potential solution. The electric current on the k-th electrode ��	is 
given by: 

"� = # ! $%

$�

	
&'

(��, (4) 

where: ) is the inward normal on the k-th electrode ��. 
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To calculate simulated capacitance data, the forward model of the 3D capacitance sensor has to be developed. 
There are a few ideas of 3D ECT sensor forward modelling [21]. The inverse problem is the imaging result for a 
given set of measurement data. To solve the inverse problem, we need to find the remedy for the forward 
problem as a first and to calculate sensitivity maps for the 3D ECT sensor. To obtain a distribution of sensitivity 
inside the sensor volume, the Fréchet derivative of the measured capacity is calculated in relation to the 
disturbances that occur in the permeability distribution	!  ignoring there by the higher order terms [12] 
[14].This can simply be extended to a formal proof using operator series and a derivation of sensitivity formula 
has been given in [6] [12] [14]. In order to obtain a change in the load * on electrode ��  when �+  is excited, the 

potential ,�  is applied when electrode ��   is driven and ,+  when �+  is driven [14]. The sensitivity formula can be 

written as follows: 
-*�+ = # -!∇,�

	
./

∙ ∇,+(�0, (5) 

where: Ω2 represents the capacitance sensor volume perturbed by electrical permittivity distribution!. Here ,�  

and ,+  can be calculated by the solution of the forward problem while electrodes ��  and �+  are excited. 

 
 
Experimental setup 

The experimental part of this study was performed entirely in the Process Tomography Research Laboratory at 
the Institute of Applied Computer Science at the Lodz University of Technology. To compare 3D printed ECT 
sensor with traditionally made device, the experimental setup consists of two 3D ECT sensors, the Agilent 
E4980A impedance precision meter and 64-channel computer-controlled multiplexer has been applied. Both 
sensors were built in accordance with the 3D ECT measurement concept and equipped in 32 electrodes (4 
layers with 8 electrodes at each layer). The electrode excitation strategy uses m=496 independent 
measurement data for n_el  without mutual repetitions according to the formula: 

3 = �45��456��

�
 , (6) 

Both sensors have two external planes (1
st

 and 4
th

) and two internal planes (2
nd

 and 3
rd

). The conventionally-
made sensor (we named it: Sensor1) is the sensor we have used in our previous research [9][14]. It was devised 
and built using the traditional “hand-made” method. The sensor mounting pipe is made of PMMA (polymethyl 
methacrylate), the sensor total height is 304 mm and its external diameter is 158mm [14]. The mounting pipe 
thickness is 4mm. Outer electrode layers height is 70mm and inner electrode layers height is 30mm. The 
electrodes are located on the external surface of the sensor mounting cylinder. The novel sensor (we named it: 
Sensor2) is based on the 3D modeller design and it was printed using 3D printer [14]. The transparent PLA 
printing material was used to generate the sensor mechanical structure. Differently from Sensor 1, the outer 
layers have a height of 40mm of and inner layers have 25mm. The pipe thickness is 0.4mm which is a significant 
improvement compared to the Sensor 1 structure. It simultaneously assures the insulation of electrodes from 
industrial process components and keeps the measurement penetration distance and as low as possible. It may 
have significant positive influence on sensitivity in central area of a sensor. For both sensors, an electrode area 
and height asymmetry have been applied for outer and inner layers to keep a distant, inter-plane measurement 
signal detectable by a measurement unit [14]. 
 

 
Fig. 5. The main components of the experimental setup used in this study – a measurement system and two 3D printed test 

phantoms filled in PE granulate. 
Source: Author’s 
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Both sensors structures include a full shielding arrangement including copper-made outer screens and 
boundary screens. During the measurement, the following strategy was applied: firstly, the sender electrode 
has a positive potential (5V excitation voltage value has been applied) while the rest of the electrodes are 
grounded. Each electrode is switched made the sender in turn. [14][24]. 
 

Table 1. Experimental Sensor1 and Sensor2 key dimensions and parameters. 

 
Sensor 

height 

[mm] 

Electrode 

Height 

[mm] 

Electrode 

Width 

[mm] 

Total active 

area [cm
2
] 

Sensor1 200 70/30 57 456 

Sensor2 130 40/25 55 286 
 

Source: Author’s 
 
For the experimental stage, two different experimental permittivity distributions (test1, test2) have been used. 
The testing phantoms were objects built using 3D printing technique (PLA) and filled in two ways with 3mm PE 
(polyethylene) granulates. The arrangement of tested phantom has been visualised in Fig 6. The experimental 
datasets have been normalized using capacitance data for high 78%99 and low 7&:2;<	uniform permittivity 

distributions (PE granulate – 3, an air – 1 as a background). In this study the normalization of experimental 
capacitance data 7� has been calculated according to formula: 

7� =
=6=4>/?@

=AB556=4>/?@
, (7) 

To compare both sensors a full cycle and the first electrode with the full 31 measurement cycles were taken 
into consideration.  
 

 
Fig. 6. The arrangement of a tested phantom inside a 3D ECT sensor volume for two options: test1 - a cylinder with 75mm 

of diameter filled with PE inside; test2 - a cylinder with 75mm of diameter filled with PE outside. 
Source: Author’s 

 
 
Results and discussion 

In this study we have mainly focused on the of the comparison of detection abilities of Sensor1 and Sensor2 
and their responsivity on tested electrical permittivity phantoms test1 and test2. The Sensor1 has already been 
successfully verified for many industrial applications (two-phase flows, hopper flows) in our laboratory in the 
past [10]. In this study we treated it as a reference device. The full measurement cycle for test1 object (a PLA 
printed cylinder filled by PE granulate) and both sensors has been shown in Fig. 7. 
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Fig. 7. The full measurement cycle for test1 and Sensor1 – green dotted line, Sensor2 – blue solid line. Red lines determine 

calibration limits (0;1). 
Source: Author’s 

 
Both sensors were able to provide reliable calibration data to get stable in time the normalized capacitance 
vectors. The obtained experimental capacitance data full measurement cycle characteristics for test1 proved 
the similar abilities of these two devices to detect small objects in the centre of the scanning area. The mean 
value of the normalized capacitance dataset for Sensor1 is 0.3387 and the standard deviation is 0.3019. The 
mean value 0.1809 of Sensor2 normalized signal response is lower. This indicates that acquired signal response 
is weaker. 
 
It points out the slight advantage of Sensor1 over Sensor2.  However, the standard deviation is 0.2472, which 
indicates a better signal stability for Sensor2. We have to keep in mind that Sensor1 has around a 60% larger 
total area of electrode array in comparison to the 3D printed Sensor2 that surely can provide higher values of 
electric field intensity inside an investigation area. Fig 8 presents 1

st
 electrode measurement cycle taken from 

full capacitance data set. This confirms the tendency and comparison results visible for full cycle. 

 
Fig. 8. The 1

st
 electrode measurement cycle (with 2..32) for test1 and Sensor1 – green dotted line, Sensor2 – blue solid line. 

Red lines determine calibration limits (0;1). 
Source: Author’s 

 

Test2 investigates the ability of both sensors to detect permittivity distribution close to electrodes array. The 
full measurement cycle for test2 object (a PLA printed cylinder with an air inside surrounded by PE granulate) 
and both sensors have been shown in Fig 9. The mean value of normalized capacitance dataset for Sensor1 is 
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0.5801 and standard deviation is -0.1043. Regarding to test2 we also calculated a standard deviation value for 
both sensors: Sensor1 - 0.8103 and Sensor2 – 0.4730. This test showed a better performance of Sensor2 
comparing to Sensor1 for an object located in the neighbourhood of the electrode array. The signal from 
Sensor2 better fits calibration limits and is more stable as well. The mean value of Sensor1 is negative (there 
are few negative normalized capacitance values below -1.5 for the most distant electrode pairs). It can indicate 
that capacitance measurement for the most distant electrodes is too low to generate positive normalized 
capacitance data. This confirms some benefits of using 3D printing technology over traditional method. 

 
Fig. 9. The full measurement cycle for test2 and Sensor1 – green dotted line, Sensor2 – blue solid line. Red lines determine 

calibration limits (0;1). 
Source: Author’s 

 
Fig. 10 presents first electrode measurement cycle graph subtracted from full capacitance data set. The blue 
line represents 3D printed 3D ECT Sensor2 capacitance data subset for first electrode and the green dotted line 
represents Sensor1. Capacitance measurement for electrode pair 1-28 is typically the most distant from all of 
the electrodes array and the hardest to measure due to the limitations of tomography hardware. The new 
sensor raises this capacitance minimum value to the level that might be acceptable for existing tomography 
systems [22]. This figure shows the measurement values normalized by means of calibration. It is known that 
the values should be in the range from 1 to 0 with the accuracy of the amplitude of the noise in the signal. 
Although neither sensor1 nor sensor2 fall into these values - it can be seen that sensor2 better adapts to the 
above range. 

 
Fig. 10. The first electrode measurement cycle (with 2..32) for test2 and Sensor1 – green dotted line, Sensor2 – blue solid 

line. Red lines determine calibration limits (0;1). 
Source: Author’s 



Acta Innovations • ISSN 2300-5599 • 2019 • no. 31: 23-32 • 31 

 

 

https://doi.org/10.32933/ActaInnovations.31.3 • 2300-5599 •  2019 RIC Pro-Akademia – CC BY 

Conclusions and future work 

In this research work a novel method for high precision design, modelling and build of 3D electrical tomography 
capacitance sensor was proposed and discussed. A developed solution combines modern 3D printing technique 
with a knowledge of 3D capacitance imaging and can extend 3D ECT tomography monitoring abilities to an 
efficiency level inaccessible for process tomography society in the past. The 3D printed ECT sensor advantages 
over traditionally hand-made made known 3D ECT sensors. It offers very thin wall between electrode array and 
can be built as a one-piece complex structure that may be easily fitted to industrial process under test. The 
accuracy of the 3D printed sensor structure is very high due to the reliability, repeatability and high resolution 
of 3D printing. In this research work, a 3D printed sensor model was compared to a well-known and reliable 
device used in the previous research. For  most tests, we achieved better results of sensor detectability for 
tested phantoms. The conducted experiments have shown the great potential of using 3D printing technology 
for making ECT sensors. It seems to be a giant step forward towards high resolution and high precision 
electrical capacitance tomography systems. The proposed method brings a new era to the ECT sensor making 
process and now, even the most complex electrode arrays and sensor structures can be easily designed and 
3D-printed in a short time. It also drives ECT non-invasive diagnostic technique towards a better and more 
robust industrial process monitoring and control that can lead to optimize strategy of energy and resources 
usage. As a future project, some new 3D ECT optimized and complex sensor designs will be tested and 
developed including: an increasing number of electrodes, changing electrode array shape and screening 
structures. Another direction could be the design and printing of the 3D ECT sensor optimized and fitted it to a 
given industrial process that runs in non-circular curved pipes and custom shape tanks or silos. Finally it will be 
interesting to research on the possible influence of the proposed 3D printing sensor methodology on the 
efficiency, performance and accuracy of hybrid systems employing contextual data processing or human 
crowd-computer data processing algorithms [12][21][23]. 
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Abstract 

In recent years, research of antitumor activity of natural compounds isolated from plant material has 
increased. Polyphenols have gained significant attention due to their proapoptotic abilities and their 
involvement in migration and inhibition of metastasis processes. The anticancer effects of polyphenolic 
extracts of Viburnum opulus fruit against human breast (MCF-7) and cervical (HeLa) cancer cell lines have been 
confirmed in this study. It was demonstrated that the tested preparations (methanol – M and acetone – A from 
pomace, juice – J and juice after extraction to the solid phase SPE – PF) show cytotoxic activity and regulate the 
migration process of cancer cells. The degree of inhibition of cell migration was measured at two times - 24 h 
and 48 h after addition of the tested preparations. The highest toxicity towards both cell lines was 
demonstrated by the polyphenol fraction obtained after juice purification SPE (IC50 values at concentration of 
63,541 and 19,380 µg/mL for HeLa and MCF cell lines, respectively). At the same time, the same preparation 
inhibited cell migration the most (nearly 70% compared to controls at both times at the concertation of 15 and 
30 µg/mL). All preparations showed the antioxidant ability, but the Viburnum opulus juice (200 and 350 µg/mL) 
and the preparation after its purification (15 and 30 µg/mL) have larger ability to inhibit the intracellular 
oxidative stress (30-40%) than preparation obtained from pomace (nearly by 20% at concentration of 20 and 
50 µg/mL of M and A). Despite the antioxidative capacity of the preparations, they simultaneously decreased 
cellular mitochondrial potential. The results obtained indicate the high potential of components of Viburnum 

opulus polyphenolic compounds can be used in the production of innovative dietary supplements or 
pharmacological preparations for people with an increased risk or inclination towards developing breast or 
cervical cancer. 
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Introduction 

Despite significant advances in medical technology cancer remains one of the most aggressive and debilitating 
diseases worldwide. Surgery, chemotherapy and radiotherapy are commonly used for cancer treatment, 
however due to the harmful and painful side effects of these treatments,  patients usually do not cope well 
with them [1]. Recently, much attention has been paid to the identification of natural chemopreventive 
substances capable of inhibiting, delaying or reversing the process of multistage carcinogenesis. Most of these 
naturally occurring phytocompounds retain antioxidant and anti-inflammatory properties that seem to 
contribute to their chemoprevention. Antioxidants, such as vitamins and polyphenols, include many 
compounds that can capture reactive oxygen species. Therefore, it has been proposed that antioxidants have 
potential benefits for the prevention and treatment of diseases associated with increased generation of 
reactive oxygen species and can be effective in reduction of carcinogenesis [2]. 
 
Viburnum opulus belongs to the Adoxaceae plant family, which can be found in eastern, north-eastern, western 
and central Europe and Turkey. The fruits  are quite small, have a red color and are very acidic. They contain  
a large amount of polyphenols, as well as ascorbic acid and L-malic acid. According to several authors, 
Viburnum opulus juice is a source of flavonoids that contain (+) – catechin, (-) – epicatechin and quercetin 
glycosides. The juice also contains a large amount of chlorogenic acid (54% of the total phenolic compound) 
and carotenoids, coleoic acid, epigallocatechin gallate, and quercetin [3, 4]. Due to the presence of these 
ingredients, it has a strong antioxidant effect and can be used in treatment of certain diseases, such as 
menstrual cramps, disorders of the nervous system as well as liver and biliary disorders. Recent studies have 
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shown that it has a high antimicrobial potential and antioxidant activity, which are considered effective in 
reduction of risk of cancer[2]. 
 
Global data indicates that Western European countries have the highest rate of incidence of breast and cervical 
cancer. For many years researchers have been trying to identify the risk factors and to develop effective 
methods for their prevention and treatment [5]. Due to these reports we decided to investigate the effects of 
polyphenolic extracts obtained from Viburnum opulus fruits as anti-tumor agents able to counteract 
metastases. As cellular models, HeLa and MCF-7 cell lines were chosen. Furthermore, we focused on 
determining the antioxidative capacity of preparations of such polyphenolic extracts  and their impact on 
potential cellular mitochondrial regulation. The research aimed to determine the usefulness of Viburnum 

opulus fruits in the development of preparations and dietary supplements dedicated for people with an 
increased risk of breast and cervical cancer with a tendency to metastasis. 
 
 
Materials and methods 

In order to obtain polyphenol extracts, the fruits of Viburnum opulus were homogenized and then centrifuged 
at 5000 rpm for 10 min at 16°C. The obtained juice was divided into a fraction enriched with polyphenols by 
solid phase extraction (SPE) on a Waters Sep-Pak® C18 35 cc Vac (10 g sorbent per cartridge) under pressure. 
The enriched polyphenol fraction was eluted with methanol at a volume equal to twice the bed volume. The 
pulp was further extracted with methanol: acetone: water (2:2:1 v/v/v) in a ratio of 1:10 w/v on the stirrer at 
800 rpm for 30 min and then centrifuged at 5000 rpm for 10 min at 16°C. The residue was back-extracted with 
a 70% acetone solution in a ratio of 1:10 w/v and again centrifuged. The extracts obtained - polyphenols 
enriched, methanol and acetone - were concentrated at 40°C in a vacuum rotary evaporator (Büchi, 
Switzerland) and lyophilized.  
 
The content of the total polyphenols was determined by using the Folin-Ciocalteu method. In a 96-well plate 10 
μL of extract or water (control) was mixed with 40 μL of 10-times diluted Folin-Ciocalteu reagent. The reaction 
was initiated by adding 20 μL of 20% (w/w) Na2CO3. The volume of reaction mixture was adjusted to 200 μL 
with distilled water. After incubation at room temperature for 20 min the absorbance was measured at 760 nm 
(Synergy

TM
 2, BioTek Instruments Inc.). Total polyphenols content was expressed as mg of gallic acid equivalent 

(GAE) per g of lyophilized material. 
 
For biological activity assays, centrifuged juice (J) and preparations of  polyphenol fraction (PF), methanol (M) 
and acetone (A) extracts dissolved in a 50% DMSO solution were used. Samples were stored at -20°C before 
usage. 
 

All cell culture reagents were obtained from Life Technologies (Carlsbad, USA). Human cervix adenocarcinoma 
HeLa cell line and human breast adenocarcinoma MCF-7 cell line were purchased from the American Type Cell 
Collection (ATCC). Cells were maintained at 37°C in a humidified incubator containing 5% CO2 and 95% air. They 
were grown in DMEM medium with 10% fetal bovine serum (FBS), 100 μg/mL ampicillin, 100 μg/mL 
streptomycin and 100 IU/mL penicillin. 
 

To determine the maximum non-toxic concentration and the IC50 dose, cells were seeded into 96-well plates at 
10

4
 cells per well in complete medium and grown for 20 h, then incubated in the presence of the extract 

diluted in DMSO and culture medium for 24 h. Following incubation, 10 μl of PrestoBlue cell viability reagent  
(Life  Technologies, Van Allen Way, CA, USA), a resazurin-based solution, was added into each well and 
incubated further for 30 min at 37°C with 5% CO2 and 95% air. Cell viability was determined by measuring the 
fluorescent signal at F530/620 nm (Excitation/Emission) on a Synergy 2 Microplate Reader (Bio-Rad, CA, USA). 
The obtained fluorescence magnitudes were used to calculate cell viability expressed as a percent of the 
viability of the untreated control cells. 
 

To investigate the effect of the preparations on cell migration, cells were seeded into 96-well plates containing 

cell seeding stoppers (ORIS™ method) at a ratio of 4⋅10
4
 per well for HeLa cells and 5⋅10

4
 per well for MCF-7 

cells in complete medium. After 24 h of incubation the stoppers were removed and cells were incubated in 
serum free medium in the presence of the extract diluted in DMSO and cultured medium for 24 h. Closure of 
the cell-free space was measured and recorded with a Leica M205C microscope (MDG4 model) using the Leica 
program, both immediately and at 24 h and 48 h after removing the stoppers, and then compared to the initial 
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cell-free space size at 0 h. The extent of migration was defined as the ratio of the difference between the 
original and the remaining wound areas compared with the original wound area. As a positive control, 10% FBS 
was used. 
 

The mitochondrial membrane potential was assayed with a JC-1 probe. After treatments with the studied 
compounds, the medium was changed and JC-1 (1 μg/mL) was added for 20 min. Then, the cells were washed 
with serum-free medium and the fluorescent signal was measured at F530/620 nm, F485/528 nm, 485/620 nm. 
As a positive control, the known mitochondrial uncoupler CCCP (carbonyl cyanide 3-chlorophenylhydrazone) 
was used at a concentration of 50 μM. To determine the effect of the Viburnum opulus extracts on the 
intracellular generation of ROS, the DCFH-DA assay was performed. After incubating the cells for 20 h with 
extracts, they were washed with PBS and loaded with the DCFH-DA dye at a final concentration of 1 μM in 
serum-free medium for 40 min. The cells were then washed twice with PBS and the fluorescent signal at 
F485/528 nm was measured. 
 
 
Results and discussion 

There are few reports on Viburnum opulus composition and even fewer on its biological activity. However, it is 
known that guelder rose fruits contain large amounts of polyphenolic compounds corresponding to 65 mg of 
polyphenols per 1 g of fruit [6, 7]. Gallic acid was identified as the main polyphenolic compound in an amount 
of 8.29 g/kg fresh weight. Further compounds identified were chlorogenic acid, catechin, epicatechin, rutin, 
quercetin flavonoids, procyanidin B2, procyanidin trimer and proanthocyanidin dimer monoglycoside [8]. While 
discussing the results of the research we suggest the presence of the mentioned phytochemicals in the 
obtained preparations. Ulger et al. reported that the total number of tumor lesions were reduced in mice with 
colon cancer when treated with 1,2-dimethylhydrazine drinking water enriched with guelder juice at the 
initiation stage of tumorgenesis [9]. In this report we demonstrated that polyphenolic extracts of Viburnum 

opulus fruit exhibit anticancer activity with simultaneous decrease of cell metabolic activity and antioxidant 
properties.  
 
PrestoBlue assay was used to assess the cytotoxicity of the preparations. Firstly, we determined the 
concentrations able to inhibit the viability of HeLa and MCF-7 cells at 50% compared to controls as well as the 
highest non-toxic concentrations. The obtained IC50 and IC0 parameters are listed in Tab. 1. Fig. 1 demonstrates 
the influence of preparations on cellular viability. The highest cytotoxic activities against both cell lines were 
observed for the preparation obtained by extraction of solid phase (PF) from centrifuged juice. The IC50 
parameters values are 63.541 μg/mL and 96.909 μg/mL for the HeLa and MCF-7 cells, respectively. In turn, the 
results indicate the lowest cytotoxicity of juice in both studied biological models. The lowest influence of a 50% 
decrease of cell viability was observed for centrifuged juice. The dependencies for both formulations seem to 
be justified. During the extraction to the solid phase we isolated certain flavonoid fractions, as well as flavonoid 
aglycons. We obtained a preparation free from proteins, polysaccharides and nucleic acids, which was 
chemically cleaner than the centrifuged juice [10]. For the other preparations (M and A), higher IC50 parameter 
values were observed, in comparison to the PF preparation, however they were lower than for the juice. This 
means that the most bioactive compounds affecting the viability of cells are found in the solid phase extracted 
preparation. The methanolic and acetone extracts were extruded from the pomace and contained higher 
amount of polyphenolic compounds than the centrifuged juice. Using an MTT assay, Waheed et al. showed that 
almost twice the dose (200 μg/mL) of methanolic extract of Viburnum foetens inhibited the metabolic activity 
of Caco-2 cells by 50%. Significantly lower inhibition (about 20%) with the same dose was obtained by Waheed 
against the MDA MB-468 cell line. In the presented studies all preparations showed higher toxicity to the 
cervical cancer cell line (HeLa) [11]. 
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Fig. 1. Effect of Viburnum opulus fruit preparations on the viability of HeLa cells (A) and MCF cells (B) after 24 h incubation; 
values are mean ± standard deviation from at least eight independent experiments; the abbreviations used indicate the 

type of preparation M – methanol; A – acetone; PF – polyphenolic fraction; J – juice. 
Source: Author’s 

 

Table 1. IC50 and IC0 parameters of extracts obtained for HeLa and MCF-7 cells; values are means ± standard deviations 
from at least three independent experiments 

Preparations HeLa MCF-7 

IC50 
(μg/mL) 

IC0 
(μg/mL) 

IC50 
(μg/mL) 

IC0 

(μg/mL) 

Methanol: 

acetone: 

water 

100,867 

± 0,101 

20,173 

± 0,078 

121,466  

± 0,121 

24,293  

± 0,487 

70% acetone 100,046 

±0,1 

20,009 

± 0,128 

243,641  

± 0,247 

48,728  

± 0,307 

Polyphenol 

fraction 

63,541 

±0,162 

12,781 

± 0,43 

96,909  

± 0,097 

19,380 

± 0,154 

Juice 1031,512 

± 0,024 

206,302 

 ± 0,362 

1134,535 

± 1,135 

226,907 

± 0,783 
 

Source: Author’s 

 

The yield of inhibition of migration of the cells pre-treated with Viburnum opulus changed over time, which 
means that polyphenolic compounds contained in the preparations had a short-term effect. On the second day 
the number of actively migrating cells increased unambiguously, however the observed effect was stronger in 
HeLa cells (Fig. 2-3).  
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Fig. 2. Effect of Viburnum opulus fruit preparations on the rate of migration of the cervical cancer cell line (HeLa) for two 

incubation times (24 h and 48 h); values are means ± standard deviations from at least seven independent experiments; the 
abbreviations used indicate the type of preparation and the concentration used (for example M50 - methanol extract at  

concentration of 50 µg/mL) 
Source: Author’s 

 

 
Fig. 3. Effect of Viburnum opulus fruit preparations on the rate of migration of the breast cancer cell line (MCF-7) for two 
incubation times (24 h and 48 h) and observed wound area of representative experiment; values are means ± standard 

deviations from at least seven independent experiments; the abbreviations used indicate the type of preparation and the 
concentration used (for example, M50 - methanol extract at concentration of 50 µg/mL) 

Source: Author’s 

 

The anti-cancer properties of Viburnum opulus preparations are supported by a high content of polyphenolic 
compounds, like quercetin, epigallocatechin gallate (EGCG) and orgallic acid [13]. To the best of our knowledge 
there are no reports on the influence of extracts rich in polyphenolic compounds on the migration of tumor 
cells, but only reports of individual phytochemicals. Yu et al. analyzed the effect of quercetin (20 μM, 40 μM, 80 
μM) on the migration of pancreatic cancer cells using the scratch test and the Transwell chamber. In all cases, 
after 24 h incubation the obtained results showed a correlation between the increase in the concentration of 
quercetin and a decrease in the number of cells that actively migrated. The inhibition of the rate of overgrowth 
observed was associated with the inhibition of migration, but also with a cytotoxic effect caused by quercetin 
[14]. In 2017, Farabegoli reported an inhibiting effect of EGCG at 25 μg/mL on MFC-7 cells migration based on 
the scratch assay. The concentration used did not demonstrate cytotoxicity to MCF-7 cells, but migration was 
inhibited by about 35% in comparison to cells cultured without polyphenols. After 48 hours the migration level 
was 37% lower. The effect of reduction of level of migration persisted for 72 hours and reached 45%. The study 
suggests that MFC-7 cells are susceptible to EGCG in the context of suppression of the migration process. This 
is also the basis for confirming the correctness of the results obtained in this work [15]. Another research study 
proved that polyphenol extract from Phyllanthus emblica (PEEP) tan grass leaves obtained by extraction with 
70% acetone, inhibited proliferation of HeLa cells by 39% at a dose of PEEP 150 mg/mL [16]. The results of our 
work indicate that the preparation made with the same extraction method inhibits the migration of HeLa cells 
by about 85% the first day and by 40% on the second day at a non-toxic 50 μg/mL concentration. 
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The reduction of tumor invasiveness by lowering the rate of cell migration may have a different molecular 
basis. In counteracting tumor growth, modern medicine is based on reduction of the activity of small GTPases 
from the Rho protein family, metalloproteinases (MMP), vascular endothelial growth factor (VEGF), as well as 
the reduced expression of focal adhesion kinase (FAK) and c-Jun N-terminal kinases (JNK) [17, 18]. The 
debilitating factor of tumor cell invasiveness is mitochondrial dysfunction, which is accompanied by decrease of 
the mitochondrial potential, and in consequence, apoptotic cell death. Depolarization of mitochondrial 
membrane is caused by excessive production of reactive oxygen species (ROS), fragmentation of mitochondrial 
DNA (mtDNA), protein cross-linking and peroxidation of membrane phospholipids [19]. 
 
Mitochondrial dysfunction can promote progression of a cancer to an apoptosis-resistant/chemo-resistant 
and/or invasive phenotype by various mechanisms. During oncogenesis and tumor progression these 
mitochondrial alterations can activate cytosolic signaling pathways from mitochondria to the nucleus and 
ultimately alter nuclear gene expression for neoplastic transformation [20]. Chen et al. reported that caffeic 
acid phenethyl ester (CAPE), an active component isolated from honeybee propolis, induced apoptosis in 
human pancreatic cancer cells at 10 μg/mL, significantly decreased transmembrane potential of the 
mitochondrion in BxPC-3 cells and induced morphological changes of typical apoptosis (a 2-fold increase in 
caspase-3/caspase-7 activity in comparison to control cells) [21]. 
 
These reports have led us to attempt to determine the effect of Viburnum opulus on the mitochondrial 
potential and to link this phenomenon with a reduction in the rate of migration of tumor cell lines HeLa and 
MCF-7. For this purpose, we performed a test using a cationic dye (5,5',6,6'-tetrachloro-1,1',3,3'-
tetraethylbenzimidazolylcarocyanine iodide), which signals the mitochondrial membrane potential decrease. In 
healthy cells, the negative charge of the membrane allows the cationic dye to pass into the mitochondrial 
matrix where it accumulates into red aggregates with fluorescence when measured at 530/620 nm (it is excited 
by green light). In apoptotic cells, the mitochondrial potential decreases and the charge of the vines change, so 
that the cationic dye cannot accumulate in the mitochondria and accumulates in the cytoplasm in a monomeric 
form emitting green fluorescence, which is measured at 485/528 nm when excited by blue light. The ratio of 
red to green fluorescence is defined as the health of cells. The wavelength of 485/620 nm is used to measure 
fluorescence, which presents the degree of polarity of the mitochondrial membrane [22]. 
 
The results of the JC-1 test are shown for the HeLa cervical cancer cell line (Fig. 4) and for the human breast 
cancer cell line (Fig. 5). For both lines, at each concentration of preparations, a decrease of mitochondrial 
potential, as well as a decrease in metabolic activity, were noticed. These results were closely correlated with 
the applied concentration of formulations as well as the degree of migration of HeLa and MCF-7 cells. Again, 
the most active was a highly purified PF preparation. The preparations reduced the polarity of the 
mitochondrial membrane by nearly 50% at a non-toxic IC0 concentration, and at a concentration of 30 μg/mL 
by nearly 60%, which was comparable to the CCCP used as positive control. It is worth noting that all tested 
preparations showed a higher ability to induce a decrease in potential and metabolic activity in the MCF-7 
breast cancer line, which could also be noted in the long-term inhibition of the proliferation rate of these cells. 
An equally high depletion of mitochondrial potential was observed for centrifuged juice, however it worked 
more strongly against the MCF-7 than HeLaline. Significant differences in the effects on the two cell lines were 
observed for the M and A formulations. This time, the methanol: acetone: water (v/v/v) preparation was more 
active against the HeLa line than the MCF-7. However, the preparation extracted with 70% acetone reduced 
the mitochondrial potential and metabolic activity to the same extent for both cell lines. 
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Fig. 4. Effect of Viburnum opulus fruit preparations on mitochondrial potential (MP) and metabolic activity (MA) of cervical 

carcinoma cell lines (HeLa); values are means ± standard deviations from at least three independent experiments; the 
abbreviations used  indicate the type of preparation and the adjusted concentration (for example M50 - methanol extract 

in a concentration of  50 µg/mL) 
Source: Author’s 

 

 
Fig. 5. Effect of Viburnum opulus fruit preparations on mitochondrial potential (MP) and metabolic activity (MA) of breast 

cancer cell lines (MCF-7); values are means ± standard deviations from at least three independent experiments; the 
abbreviations used indicate the type of preparation and the concentration used (for example, M50 - methanol extract at a 

concentration of 50 µg/mL) 
Source: Author’s 

 
Drastic reduction of mitochondrial potential with simultaneous loss of cell biological activity usually lead to 
cellular apoptosis. Resistance to apoptosis is the main cause of cancer's insensitivity to conventional therapies. 
Therefore, one of the strategies employed is to look for factors that lead to cellular apoptosis induction. The 
latest reports showed that caffeic acid phenethyl ester (CAPE), a functional ingredient isolated from propolis, 
effectively reduced the number of proinflammatory cytokines and inflammatory mediators by inhibiting the 
transcription of the nuclear factor κ-light chain inhibitor of activated B cells (NF-κB). Several papers focused on 
the protective role of CAPE against general tumor models, both in vivo and in vitro for melanomas, lung and 
prostate cancers [23]. CAPE is a natural phenolic compound and an ester of phenethyl alcohol in the form of 
caffeic acid. Its presence was also found in the fruit of Viburnum opulus [8]. These reports lead us to conclude 
that the Viburnum opulus preparations we examined are capable of inducing mitochondrial dysfunction. This 
was proven by the reduction of the mitochondrial potential and the decrease in the metabolic activity of cancer 
cells. This resulted in the activation of caspase-3 and caspase-7, inhibition of the NF-κB factor, activation of the 
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Fas signal and ultimately in apoptosis induction. Analogous results for MCF-7 breast cancer were obtained by 
Liao et al., which were simultaneously proven in many independent studies with other cell lines [24]. 
 
The reduction of mitochondrial potential and dysfunction is accompanied by damage to the respiratory chain 
and overproduction of reactive oxygen species (ROS). This is observed due to the increased number of reduced 
forms of electron and proton transporters, such as the reduced form of nicotinamide adenine dinucleotide 
(NADH + H+) and flavin adenine dinucleotide (FADH2). The consequence of this process is the hyperpolarization 
of the internal mitochondrial membrane by increased electron flow through the respiratory chain. Finally, it 
stops the transformation of the respiratory chain at the complex III and the increased production of superoxide 
anion horn and mitochondrial dysfunction [25]. Taking this into consideration, we performed a study of the 
preparations influence on the intracellular oxidative stress using the DCFH-DA probe. This method consists of 
oxidizing the substrate (2',7'-dichlorodihydrofluorescein) introduced into the system in the form of an ester 
(diacetate, H2DCF-DA). The ester undergoes spontaneous hydrolysis reaction or a hydrolysis reaction which is 
catalyzed by hydrolases with the release of the product in the form of an oxidized DCF-DA, which can be 
recorded. 
 
The results indicated the antioxidant capacity of the studied preparations of Viburnum opulus (Fig. 6). The 
highest decrease in ROS was observed for the PF preparation, as well as for the juice. At the IC20 concentration 
of PF, intracellular oxidative stress was reduced by 40% for HeLa and by 20% for MCF-7 cells. M and A 
formulations at IC0 and IC20 resulted in the reduction of ROS concentrations by approximately 20%. It is clear 
that polyphenols contained in plant extracts have the ability to inhibit the production of free radicals, however, 
during mitochondrial dysfunction the apoptosis-induced ROS concentration in cells increase [18]. In 2016, Li et 
al. demonstrated that green tea preparation influenced internal oxidative stress of MCF-7 cells with an 
approximately 11-fold increase in ROS accumulation at 50 mg/mL dosage of preparation. Payen et al. showed 
that in SiHa-F3 cells EGCG at concentrations of 100 nM, 1 μM, 10 μM and 100 μM revealed a growing 
antioxidant effect which was correlated with the EGCG concentration [26]. 
 

 
Fig. 6. Effect of Viburnum opulus fruit preparations on intracellular oxidative stress of cervical carcinoma cell line (HeLa) and 

breast cancer cell line (MCF-7); values are means ± standard deviations from at least three independent experiments the 
abbreviations used indicate the type of preparation and the concentration used (for example, M50 - methanol extract at a 

concentration of 50 µg/mL) 
Source: Author’s 

 
 
Summary and conclusions 

In summary, there is great interest in polyphenolic compounds in the context of antitumor activity, as well as in 
their inhibition of tumor cell migration and metastasis. In recent years a number of studies have been carried 
out showing a relationship between the increase of the concentration of various polyphenolic compounds 
(such as caffeic acid, gallic acid, quercetin, epigallocatechin gallate) and a decrease of migration process. The 
conducted studies showed that polyphenolic preparations obtained from Viburnum opulus fruits inhibit the 
migration of tumor cells. In some cases there is a drastic reduction in the number of migrating cells  (up to 90% 
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- PF in the concentration of 30 µg/mL) for both of cell lines. At the same time, they show the ability to reduce 
the mitochondrial potential and metabolic activity of cells (up to 80% for PF for MCF cells), which was probably 
correlated with the degree of reduction of actively migrating cells. Despite the ability to drastically decrease 
the polarization of the mitochondrial membrane, the tested extracts showed antioxidant properties, which 
seem to also have a beneficial effect. The results obtained indicate the high potential of Viburnum opulus 
polyphenolic compounds as components that can be used in the production of innovative dietary supplements 
or pharmacological preparations dedicated to people with increased risk or inclination of breast or cervical 
cancer. 
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INNOVATION FACTORS IN THE CYCLICAL DEVELOPMENT OF UKRAINIAN INDUSTRIES 

 

 

Abstract 

This article deals with the determination of the stages of development of Ukrainian industries with regard to 
the factors driving innovation. Based on an analysis of literary sources carried out, the most common indicators 
of the stages of development of industries have been identified, and it is proposed to classify them into 
structural, volumetric, dynamic, and innovation ones, given the specificity of the relevant statistical data 
regarding Ukraine. Calculations have shown that most industries are in a declining phase in terms of the 
majority of volumetric and innovation criteria. In some industries there are positive trends to intensify the 
innovation activity of businesses, while the chemical and engineering industries, which have the highest level of 
technological development, are in a decline phase. 

 
 

Key words: industries, cyclical development, stages of development, innovation factors 

 
 

Introduction 

The global financial crisis has shown that the real economy, as opposed to the financial sector, is more stable 
and that it creates most of the products and jobs in developed countries. 
 
The process of deindustrialization of the Ukrainian economy has been going on for more than two decades. In 
the period 2001-2016, the share of industry in GDP declined by 10 percentage points. Only low- and medium-
technology production – the manufacture of food, the manufacture of basic metals, and mining — 
demonstrated the highest rate of development and relative stability. At the same time, a continuous reduction 
in the volumes of production, investment, and employment has been observed in the engineering industry, 
which belongs to high-tech industries. The European Commission called on the governments and societies of 
EU member states to restore industry as the main driving force of economic and social development. As 
highlighted in the relevant communiqué, a strong manufacturing base will be the key to restoring Europe’s 
economy and competitiveness in the coming years, because industry provides the largest multiplier effect in 
the economy of countries as a whole, creating the largest volumes of added value. That is why, in EU countries, 
there are widely used various forms of government support for the development of a new type of industry, 
which are intended to restore and maintain the EU leadership in  global industrial production in the long term. 
 
The deepening crisis in Ukraine’s industry does not allow the execution of simultaneous reconstruction in all 
directions, therefore, when providing support the government should take into account the state the stage of 
development, and potential of each specific industry in the economy. 
 
The need to determine the stages of the development of industry in order to form an effective industrial policy 
is noted both by national [1] and foreign [2] researchers.  
 
Thus, the purpose of the study is to determine the stages of development of Ukrainian industries with regard 
to the factors driving innovation.  

 
 

Literature review 

In modern literature, from 3 to 6-9 stages of development of industry are distinguished. The traditional life 
cycle model is associated with the development of M. Porter and includes four stages of development: 
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introduction, growth, maturity, and decline (crisis). Many researchers follow this approach. A detailed analysis 
of the characteristics of the four stages of industry development is presented in [3, 4]. Unlike Porter’s 
approach, the Moore model is based on consumer requirements for products in an industry, and it comprises 
three phases: functionality, reliability, and convenience, which correspond to the improvement of technologies 
in order to satisfy consumer needs. 
 
Given the possibility of different scenarios of industrial development when technologies become obsolete, the 
decline phase can end in the complete disappearance of an industry, or its transition to a new state of 
equilibrium (with a much smaller production volume) with the old technology being preserved. 
 
Existing approaches to defining the concept of a life cycle and the correlation of stages, mostly for 
characterising the development of an enterprise, are studied in detail in the work of O. Matiushenko [5]. 
 
In general, approaches to determining the stage of development of an industry can be divided, depending on 
the preferential use of individual indicators, into the following groups: 

� quantitative approaches, which primarily consider the volumes of factors involved and the results of 
production; 

� innovative approaches, which are based on the assumption of the leading role of innovations in the 
development of an industry; 

� complex approaches, which use a wide range of indicators to assess an industry’s stage of 
development; 

� individual approaches, which have a limited scope of use due to the specificity of an industry. 
With a quantitative approach, the most applicable are indicators of production, sales, investments, 
employment, resources, etc. 
 
S. Smirnova [6] considers the development of industrial clusters and proposes the use of methods of 
multivariate analysis to determine the stage of their life cycle. The feature space to characterise enterprises 
and clusters includes the following indicators: the current state of the market; the forecast state of the market; 
the intensity of competition; the availability of raw materials; and the availability of labour resources. 
 
Based on the concept suggested by M. Porter, N. Rychyhina determines the development stages of the 
manufacture of textiles [7] and engineering [8] using the following main criteria: the number of enterprises; the 
production volume in physical and monetary terms; the number of employed; the number of equipment 
upgrades; the introduction of advanced technologies; the number of newly developed products (in the most 
recent period); and financial results. 
 
The reasons for skipping one of the stages of the life cycle (“closing up”, decline) by industries with a high 
degree of vertical integration, which do not experience any exit from the market, are analyzed in [9] using the 
example of the manufacturing of jet engines for civil aviation. The high degree of vertical integration of the 
network of engine and aircraft manufacturers prevents mass entry into and exit from the industry and provides 
a certain degree of stability. A life cycle analysis is based on the number of manufacturers and their production 
links. It should be noted that, at the stage of introduction of this industry, the main role was played by the 
experience of industry producers for the purpose of military aviation, which created large entry barriers for 
other potential participants. The features of such industries should be taken into account when analyzing the 
stages of their life cycle. 
 
Innovative approaches to assessing the stage of development of an industry (known as the Abernathy-
Utterback model), based on the leading role of innovation in economic development and the change of 
technological modes, focus on expenditure on R & D, and innovation, the volume of new and innovative 
products, the R & D intensity of an industry, etc., the degree of specialization / unification of equipment and 
products [10]. The peculiarity of each stage in terms of the origin of innovations is shown in [11], which points 
to the introduction of innovations at the early stages of development from other technologically related 
industries, in contrast to the later stages, where innovations have an endogenous origin. 
 
An original approach to assessing the level of innovation development of an industry is proposed in [12], where 
authors distinguish between innovation potential and innovation activity, with innovation potential being 
adjusted in accordance with the level of innovative risk that reduces the potential. The authors use a uniform 
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scale to identify the level of innovation activity in different situations. Thus, the main criterion for determining 
the stage of development of an industry is the level of its innovational activity. The disadvantage of this 
approach is that among the singled out situations (stages), namely: “introduction”, “formation”, “smooth 
implementation” and “stability”, there is no general crisis stage (decline). Thus, the indicators of innovational 
activity are not enough to determine the stage of development of an industry if they are not analysed in  long-
term dynamics. 
 
Innovative processes are considered by S. Kuznetsov as the key factor in altering the stage of an industry’s life 
cycle [13]. The main idea of defining the cycles of an industry is based on the hypothesis of the exhaustion of 
innovations, i.e., the decrease in efficiency of the available technologies, which leads to the decline of the 
industry. However, a higher innovational activity in industries related to the selected one (in the author’s 
research — the forestry industry) can extend the maturity and efficiency of the industry. 
 
Within the framework of an innovative approach, some researchers suggest using the idea of the existence of 
two types of threats of obsolescence – the threat to core activities and the threat to core assets — to define an 
industry’s life cycle [10]. Obsolescence of core activities refers to the key factors that ensured the industry’s 
profitability in the past, the obsolescence of core assets (competitiveness) is associated with knowledge, 
brands, patents, etc., which ensure the uniqueness of the organization in the market. 
 
Comprehensive assessments include a variety of indicators that are usually combined into an integral indicator. 
 
To assess the level of technological development of industries, L. Strelkova and S. Kabanov [14] propose the 
use of 20 indicators, which are grouped as follows: the efficiency of using fixed assets; innovative products and 
new technologies; organizations that implement technological innovations and their co-operation; use of 
human resources in the field of R & D; the operating costs associated with technological innovation; and 
intellectual property. The methodology involves the construction of an integral indicator of the level of an 
industry’s technological development as a weighted sum of sub-indices. 
 
Based on an analysis of 21 manufacturing industries in six European countries, the authors [15] investigated the 
innovational activity of new and existing firms at different stages of their life cycle. The initial assumption was 
the endogenous nature of economic growth associated with investing in R & D to create innovation. The 
authors distinguished two types of innovations (aimed at increasing t efficiency and qualitative characteristics) 
and determined the conditions of using one or another type at different stages of a firm’s life cycle by the 
method of stochastic boundary estimation. Determining the stages of an industries’ life cycle is based on panel 
data on production volume, value added, investment, labour costs and expenditure on R & D. The 
interpretation of quadratic models of panel data on countries’ sales volumes (presented as logarithms) allows 
the determination of the stages of growth and maturity of an industry. The first derivative of these models 
makes it possible to determine the degree of maturity: industries with the highest degree of maturity are oil 
refinery, textile production and shipbuilding; with the lowest degree of maturity — production of computer 
equipment, communication equipment, pharmaceuticals and the precision instruments industry. 
 
Some researchers have suggested identifying the stages of the life cycle of industries in terms of the quadrants 
of the BCG matrix. The transitions between the stages correspond to the transitions between quadrants [16], 
which allows consideration of regression processes in industries. 
 
Regional features of the life cycle stages of the mining industry are associated with the exploration, use and 
exhaustion of stocks, as well as the availability of innovative technologies, as described in [17]. The difference 
in the life cycle stages of the industry in different regions affects the duration of the life cycle stages of the 
entire industry. The main criterion for determining the stages of the life cycle is the average annual increase in 
the volume of production, which is the largest in the stage of growth, and approaches zero in the maturity 
phase. 
 
It is proposed to use economic and mathematical modeling for distinguishing the stages of growth — slow and 
rapid. Based on the data on gross revenue, capitalization, the number of employees, current liquidity, financial 
leverage, and taking into account the industry affiliation of a company, in [18] a probit-model of the transition 
of a company to the stage of rapid growth was constructed. In the paper it is shown that a decrease in the 
likelihood of transition to the stage of rapid growth is typical for industrial enterprises, which is mainly due to 
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the growth of debts hindering rapid growth. A detailed analysis of empirical methods to identify the stages of 
the life cycle of industries or products is given in [19]. 
 
Grebel et al. [20] focus on the peculiarities of the life cycle stages of the knowledge-oriented industries that 
arose in the late 20

th
 century. The authors note that the concept of a life cycle, which was developed during the 

20
th

 century, has a very limited application in relation to new industries. A peculiarity of the development of 
such sectors is the simultaneous existence of large, highly differentiated firms, those oriented towards new 
technologies, which interact with state research institutes within a single innovation space. Due to this, the 
diffusion of knowledge and innovation is moving at a faster rate. The dynamics of the life cycle for knowledge-
oriented industries is determined by the processes of transferring knowledge and technologies. Thus, the main 
criteria for determining the stage of the life cycle are the emergence and degree of implementation of new 
technologies, the specialization of new and reorientation of existing firms, as well as the growth rate of new 
knowledge. A quantitative measure may be the number of new patents (growth index), and the degree of 
concentration in the industry. 
 
M. van Dijk [21] presents an empirical examination of differences between the dynamic and structural 
characteristics of industries that are in different stages of development, using the example of the Dutch 
economy. The formulated hypotheses are based on the Klepper innovative model of the life cycle of an 
industry, which implies a dynamic increase in the return on technological changes and takes into account the 
innovative opportunities and scale of the firm. The survey covered a period of 15 years and considered more 
than 10 thousand firms, of which 2.8 thousand existed throughout the period and provided more than half of 
the jobs and volume of sales. The list of indicators that were investigated for each firm comprised: the number 
of hired workers, sales volume (including re-exports), gross output, gross intermediate consumption, gross 
value added, indirect taxes, labour costs (including deductions to social funds), and gross profit. 
 
To determine what stage of the lifecycle an industry is in, M. van Dijk [21] uses only two indicators: the growth 
rate of the total number of firms, and the growth rate of gross sales during the period under study. To assess 
an industry’s stage of development by rate of growth/decline, we used the scale to estimate the significance of 
the deviation from zero “significantly smaller than zero”, “zero”, “significantly greater than zero”, which was 
tested using the Student’s criterion. At present, the approach is not applicable to determine the stages of 
development of Ukrainian industries, as it involves a large sample of data on the primary elements of industries 
— businesses — over a long period of time. 
 
Thus, the list of indicators used to determine the stage of development of different economic sectors (including 
manufacturing ones) is wide enough (Tab. 1). 

 
Table 1. Indicators of the stages of development of industries used in global practice 

 

Industry structure Production activity Innovation activity 

Number of enterprises Volume of production (sales) Innovation activity of enterprises 
(including large and small ones) 

Rate of change in the number of 
enterprises 

Rate of change in volumes of production  Expenditure on innovation activity 

Degree of concentration in the 
industry 

Financial results  Expenditure on R & D 

Share of the industry in the 
domestic market 

Export volumes Number of implemented innovative 
technologies 

Risk level Depreciation of fixed assets Number of patents received 

Share of small enterprises Volume of capital investments Volume of sales of innovative products 

Level of competition Product turnover  

 Volume of orders  

 Dynamics of prices for products  

 Profitability  

 Structure of capital  

 Number of employees  

 

Source: Author’s 
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The first set of indicators reflects an approach in which the main emphasis is placed on the rate of growth 
(decrease) in the number of firms over a certain period, the time when the number of firms is the greatest and 
the number of years when the growth (decrease) in the number of firms is observed. It should be noted that 
different methods allow the definition of a different number of stages of development of the industry — from 
two (growth — fall) to five.  
 
The second group corresponds to Porter’s quantitative approach. Therefore, the main focus is on volumes of 
resources, the efficiency of use, results, and the number of employed used as an additional criterion. 
 
The formation of the third group of indicators is based on the suggestion that the innovational activity is high at 
the initial stages and is low at the stage of stability and decline. Moreover, the phase of introduction and the 
phase of decline of innovation is predominantly inherent in small businesses. For identification, direct 
indicators (the volume of sales of innovative products) and indirect ones (including the number of patents, 
expenditure on R & D) are applied. To use them, a targeted survey of business entities is necessary [19]. It is 
the activity in obtaining patents that is considered as a sign of the stage of technological development of an 
industry [22]. 
 
The possibilities of using certain indicators to determine the stages of development of Ukrainian industries are 
limited by the availability of relevant information for a long period of time. Therefore, in the case of Ukraine, 
the criteria shown in Figure 1 will be used. 

Fig. 1.  Classification of criteria for identifying the stages of the life cycle of Ukrainian industries 
Source: Author’s 

 
The structural and volumetric criteria for determining the stages of development of industries are used to carry 
out a preliminary analysis and calculate dynamic indicators. Dynamic indicators are calculated in the form of a 
chain and basic rates of growth (increase) are used for the formal definition of the development stage. 
Innovation criteria are used to assess the technological level and potential of development of an industry at the 
current stage. In view of the significant influence of inflationary processes, preference should be given to 
physical indicators or to those that are assigned in the same comparative base. 
 
Thus, assessing the stage of development of Ukrainian industries according to the proposed criteria will make it 
possible to simultaneously reveal the main problems of the development of industries, with regard to their 
place in the country’s economy, social impact, and the degree of technological development. 
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Assessing the stages of development of Ukrainian industries 

To determine the features of the stages of development of Ukrainian industries based on the criteria presented 
in Figure 1, the data of the State Statistics Service of Ukraine for 2001-2015 [23, 24, 25, 26, 27] were used. 
 
To determine the stage of development of Ukrainian industries an approach described in [21] was used, which 
is based on estimating the rates of growth / decline in the quantitative characteristics of businesses. According 
to this approach, to provide an absolute quantitative characteristic, the rate of growth/decline for a certain 
period of time is determined and then the hypothesis regarding the significance (non-significance) of the 
deviation of the rate of change from zero using Student’s criterion is tested as follows: 
 
Table 2. Deviation of the rate of change from zero using Student’s criterion where τ is the rate of change of the quantitative 
indicator; t is the calculated value of the Student’s t-criterion, t=1.75 – the critical value of the Student’s criterion at a  level 

of confidence probability of 0.05. 
 

Rate of change (τ) Student’s criterion 

significantly smaller than zero (τ<<0) t < -1.75 

approximately equal to zero (τ ≈0) -1.75≤ t ≤ 1.75 

significantly greater than zero (τ >>0) t> 1.75 
 

Source: Author’s 

 

The calculations were carried out for the types of industrial activity the data on the development of which is 
available for at least 10 years. Due to the change in the classification of types of economic activity and the 
limited list of industrial activities, the assessment of the development stage was carried out by aggregate types 
of activity. 
 
Figure 2 presents the dynamics of the number of mining enterprises, which demonstrates that during the 
period 2001-2007 there was an increase in their number due to the expansion of non-energy mineral 
extraction. 

 
Fig. 2. Dynamics of the number of mining enterprises 

Source: Author’s 
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Since 2008 , a general decrease in the number of enterprises involved in this type of activity has been 
observed, mainly due to the fall in the number of enterprises specialising in the mining of hard coal and lignite 
(from 280 to 157). 
 
The dynamics of the number of enterprises in some types of manufacturing industries is shown in Figure 3. In 
general, manufacturing also experienced a decrease in the number of enterprises, including the largest types of 
industrial activity. 

 
Fig. 3. Dynamics of the number of enterprises in the manufacturing industry by the largest types of industrial activity 

Source: Author’s 

 
The results of calculating the rate of change in the number of businesses by selected industrial activities 
showed that two periods can be distinguished in the dynamics of the number of enterprises in almost all types 
of industrial activities. The first period — from 2001 to 2007 (for some industries, the period from 2001 to 
2005) — is characterized by an increase in business activity and, in most cases, positive rates of increase in the 
number of businesses. The second period — from 2008 to 2015 (or from 2006 to 2015) — is characterized by a 
decline in business activity, a decrease in the number of enterprises, and negative rates of change in almost all 
industries. The largest decrease was recorded in 2014, which is partly due to excluding  the data on the 

Autonomous Republic of Crimea from the calculation. However, the total number of enterprises of various 

industries in the AR of Crimea did not exceed 3 % of the total number of enterprises in the country, while the 
fall reached 9-14 %, i.e., it was significantly higher than the objectively conditioned. 
 
The analysis of the calculated values of the Student’s criterion confirms the significant fluctuations in the 
number of businesses during the two periods under consideration. To determine the current stage of the 
development of the industries, the rates of change in relation to the reference year of 2001 were used. The 
results of the calculations showed that only three industries (non-energy mineral extraction, production of 
rubber and plastic products, and manufacture of basic metals) are in the growth stage by the number of 
businesses. At the same time, Ukrainian industry, as a whole, is in the maturity phase (although it displays 
negative dynamics) while the manufacturing industry, in particular high-tech engineering, is in the decline 
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phase. Thus, it once again confirmed the need to take measures for the reconstruction and revival of national 
industry. 
 
It should be noted that since at the beginning of the second period in the industries whose phase was 
identified as “maturity”, a decrease in the number of businesses was observed, this phase is closer to 
“overmaturity”, i.e., it results from negative dynamics. 
 
The preliminary analysis of the dynamics of employment in the industries based on the data on the number of 
staff in 2001-2015 showed a steady decline in employment rates in all types of industrial activities in favor of 
service industries, as shown in Figure 4. 

 
Fig. 4. Dynamics of the average number of staff in  Ukrainian industry 

Source: Author’s 

 
The analysis performed of the chain rates of change in the number of employees by industry showed that the 
total trend in all sectors of the economy is determined by the negative rate of change in employment, while no 
rate that is significantly greater than zero was observed throughout the period under study. The only exception 
is wood processing; the pulp and paper industry, and publishing; the manufacture of rubber and plastic 
products and the manufacture of basic metals in the periods from 2003 to 2007 and from 2010 to 2011. 
 
The results of the assessment of the rate of change in relation to the reference year of 2001 make it possible to 
state that all industries are in the phase of decline. 
 
To analyse the stage of development of industries by volume of production, data was used regarding the 
production volumes of certain key homogeneous types of industrial products in physical terms for 2003-2006. 
A preliminary analysis of the data concerning such groups of products as finished steel, mineral fertilizers, 
sugar, etc., starting from1990, showed that in almost all industries there was a sharp decline in production in 
the period 1990-1996, even the production of oil decreased by 40 % over the 5 years. Thus, it should be noted 
that since 1995-1996, the manufacturing of most products has reached a new equilibrium level after the crisis 
and a new, shorter, life cycle has begun. In the cycle, there is no period of introduction, and the growth rate 
was not high. To determine the current stage of development of  industries, the data regarding the period from 
2003 to 2016 were used. 
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Chain rates of change in the volume of production suggest the presence of different stable and unstable trends 
in the development of industries. The most positive changes were observed in 2011, which is due to a gradual 
decrease in the impact of the global financial crisis of 2008-2009. Only one of the considered positions — the 
manufacture of synthetic dyes — demonstrated a positive growth rate throughout the whole period. A decline 
in the production volume of oil and sugar was also observed in 2013 and 2015. As evidenced by the data 
obtained as a result of calculating the Student’s criterion, the growth rate was significantly greater than zero 
for most product positions. At the same time, in 2013-2014, the situation changed to the opposite, and the rate 
of change was significantly smaller than zero. 
 
The basic rates of change in the production volumes in 2016 as compared to 2003 were used to assess the 
stage of development of the industries. The aggregation of the rate of change was carried out using the 
weighted average for all product positions that relate to a particular type of industrial activity: 

i

a

i ji j

j J

wτ τ
∈

=∑ , 

where τi
a
 is the aggregate rate of change for industry i; 

 j is the product position, 
Ji is the set of product positions that are relevant to industry i; 
wji  is the weight coefficient, which is equal to the normalised value of the correlation coefficient of the rate 
of change in the production volume of product of type j and the index of industrial production in industry i; 
τj is the rate of change in the production volume of product j. 
 

The results of calculating the aggregate rates of change in the production volume of industries and the 
assessment of the stage of the industries’ development showed that national industry in general and mining 
and manufacturing in particular are in the stage of maturity. This is due to the aggregation and mutual 
compensation in the rate of change in various types of industrial activity. 
 
Only two industries — the manufacture of food products, beverages and tobacco products, and the 
manufacture of wood products and paper — are in the growth stage. Among mining industries, extraction of 
energy minerals is in the decline phase, primarily due to the loss of capacity in some districts of the Donetsk 
and Luhansk regions. The manufacture of coke and refined petroleum products, of chemicals, and engineering 
are in the decline phase as well. The significant decrease in the production volume in most positions of the 
engineering industry has had a considerable negative impact, since it is a high-tech one and should be among 
the industries of the real sector in the post- and neo-industrial economy. The positive trend is that the 
manufacture of electrical, electronic and optical equipment is in the stage of maturity, mainly due to a 
significant increase in the production volume of measuring equipment in recent years, mainly for the needs of 
housing and communal services. However, in most product positions of this type of engineering, there are also 
negative trends towards decline. 
 
Investments in fixed assets, as a rule, differ considerably from the stages of the life cycle of an industry. For the 
analysis of investment processes, indices of investment in fixed assets were used, which made it possible to 
eliminate inflationary effects. 
 
The calculations based on the Student’s criterion show that in 2007 and from 2011 to 2012 investments 
significantly increased, while in 2014-2015, to the contrary, a significant decrease in the volume of investments 
in all industries was observed. At the same time, the growth of investments for the whole of the period under 
study was also significant. 
 
It has been determined that a vast majority of industries are in the growth stage, with the exception of the 
manufacture of coke and refined petroleum products, whose stage of development is identified as decline. The 
data on the degree of depreciation of fixed assets contradict this conclusion, since throughout the period under 
study, the degree of depreciation was constantly increasing, or remained unchanged in all  industries. The only 
exception is the metallurgical industry and the mining of metal ores. However, this is the result of the exclusion 
from the calculations of a part of the businesses which use considerably obsolete technologies that are located 
in the Donetsk and Luhansk regions. This indicates the ineffectiveness of investment in fixed assets, which is 
carried out only to replace the retired or completely operationally unserviceable assets. Thus, the application 
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of this criterion to determine the stages of development of the Ukrainian industries is currently inexpedient, 
since it does not make it possible to make an objective assessment. 
 
The analysis of the innovation component of Ukrainian industries was carried out in terms of the number of 
enterprises engaging innovation activity, the volumes of innovation products sold, incl. outside Ukraine, and 
expenditure on innovation activity. Since, starting from 2015, the data on their innovational activity include 
only the results of businesses with the number of employees totaling not less than 50 persons, direct 
comparison with the previous years is incorrect. Therefore, to identify the trends, the data for 2005-2014 were 
used. 
 
In general, during 2005-2014, the number of industrial enterprises engaging innovation activity had a weak 
growth trend (Fig. 5), but in the high-tech chemical industry, there was a slowdown in the innovational activity 
of businesses. A sharp decline (from 38 % to 28.6 %) occurred in the manufacture of coke and refined 
petroleum products. 

 
Fig. 5. Dynamics of the share of businesses engaging in innovational activity by separate types of industrial activity 

Source: Author’s 

 
A positive trend is the increase in innovational activity of engineering enterprises from 22 % in 2005 to 26.9 % 
in 2014. 
 
The analysis of the correlation interactions showed a close connection between the innovational activity of 
engineering enterprises and businesses in the chemical industry (0.81), the manufacture of plastics (0.74) and 
the manufacture of food products (0.86). The interaction among the rest of the industries is medium, with the 
exception of the manufacture of furniture and other products, the correlation with which is absent (0.08). 
Thus, we can assume that intensification of innovational activity in one industry can contribute to an increase 
in the share of innovational activity of businesses in other industries. 
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In general, in terms of the number of innovation-active businesses, the vast majority of industries are in the 
maturity phase, with the exception of the manufacture of coke and refined petroleum products, which is in 
decline. 
 
In order to identify the trends and significance of changes in the innovational activity of enterprises in various 
industries, an estimation of the difference in the average values for the two sub-periods using the Student’s 
criterion was carried out. 
 
In terms of the share of volumes of realised innovative products in the total volume of sales, both for Ukrainian 
industry as a whole and for most of its individual industries, a significant decrease was observed. Critical 
changes in the dynamics of the volumes of innovative products took place in 2008-2010. In this case, the 
indicator decreased almost 2 times across the industries, except the manufacture of chemical and 
pharmaceutical products, where the volume decreased 5 times. 
 
Similarly, the share of innovative products sold abroad in the production volume of most industries declined 
considerably. The period 2013-2014 appeared to be critical, which is largely due to the loss of traditional 
product markets in Russia and the CIS countries. 
 
Testing the hypotheses about change in the stages of development showed that a change in the stage from 
maturity to decline took place in the mining industry and most manufacturing industries. Only in several 
industries, such as the manufacture of textiles, the manufacture of coke and refined petroleum products, and 
non-specific engineering, such changes were not observed, which allows the determination of their stage of 
development as maturity. But the dynamics of the volume of innovative products is very volatile in these 
industries, which creates the risk of transition to the phase of decline. 
 
The financing of innovational activity also had some unstable dynamics during 2005-2014. To carry out the 
analysis and exclude inflationary effects, the data on the amount of financing were deflated using producer 
price indices. The dynamics of the expenditure on innovational activity is shown in Figure 6.  

 
Fig. 6. Dynamics of the expenditure on innovational activity in  Ukrainian industry  

Source: Author’s 
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As can be seen, manufacturing industry faced a reduction in expenditure on innovational activity. A burst of 
financing was observed only in the supply of electricity, gas, water, etc. in 2011-2012. 
 
A detailed analysis of the rate of change in expenditure on innovational activity shows that the stage of 
development of the national industry in general and the manufacturing industry in particular is characterised as 
decline. The mining and quarrying industry, the manufacture of food, and the manufacture of textiles are in the 
stage of maturity. Two manufacturing industries — the manufacture of wood and the products of wood, and 
manufacture of furniture are in the stage of growth, as the expenditure on innovational activity has increased 
significantly. 
 
The generalised results of the identification of the stage of the industries’ development by all the applied 
criteria are shown in Table 3. 

 
Table 3. Identification of the stages of the industries’ development based on the system of criteria 

 

Type of industrial 

activities 

Criteria 

Generalised 

stage Number of 

businesses 

Number of  

employees 

Volume of 

production 

of key 

products 

Innovation-

active 

enterprises 

Volume of 

sales of 

innovative 

products 

Financing of 

innovation 

activity 

1 2 3 4 6 7 8 9 

Industry  maturity decline maturity maturity maturity decline 
risk of 

decline 

Mining and 

manufacturing 
maturity decline maturity maturity maturity maturity 

risk of 
decline 

Mining and quarrying growth decline decline maturity maturity maturity 
risk of 

decline 

Extraction of fuel and 
energy minerals 

decline decline decline maturity maturity maturity 
risk of 

decline 

Extraction of minerals, 
except fuel and energy 

growth decline maturity maturity maturity maturity 
risk of 

decline 

Manufacturing decline decline maturity maturity maturity decline decline 

Manufacture of food 
products, beverages 
and tobacco products 

decline decline growth maturity decline maturity 
risk of 

decline 

Manufacture of 
textiles, wearing 
apparel, leather, 
leather products and 
other materials 

decline decline maturity maturity maturity maturity 
risk of 

decline 

Manufacture of 
leather, leather 
products and other 
materials 

decline decline growth maturity maturity maturity 
risk of 

decline 

Manufacture of wood 
and of products of 
wood and cork, except 
furniture 

decline decline decline maturity decline growth decline 

Pulp and paper 
production, publishing 
activities 

decline decline maturity maturity decline growth 
risk of 

decline 

Manufacture of coke 
and refined petroleum 
products 

decline decline maturity decline maturity decline decline 

Manufacture of 
chemicals and chemical 
products 

maturity decline decline maturity decline decline decline 

Manufacture of rubber 
and plastic products 
 

growth decline maturity maturity decline decline 
risk of 

decline 
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Type of industrial 

activities 
Criteria Generalised 

stage 1 2 3 4 6 7 8 9 

Manufacture of other 
non-metallic mineral 
products 

maturity decline — maturity maturity growth 
risk of 

decline 

Manufacture of basic 
metals, fabricated 
metal products, except 
machinery and 
equipment 

growth decline maturity maturity decline decline 
risk of 

decline 

Engineering  decline decline decline maturity decline decline decline 

Manufacture of 
computer, electronic 
and optical products 

decline decline decline maturity decline decline decline 

Manufacture of 
machinery and 
equipment not 
elsewhere classified 

decline decline maturity growth maturity decline 
risk of 

decline 

Manufacture of 
vehicles 

decline decline decline maturity decline decline decline 

Supply of electricity, gas, 

steam and air 

conditioning 

maturity decline decline growth maturity growth 
risk of 

decline 

Note. * The investment component is excluded from the final calculation due to the inadequacy of identifying the 
development stages of the industries. 

Source: Author’s 

 
 

Summary and conclusions  
The results of the assessment of the development stages demonstrate that almost all industries have passed 
the maturity phase and are on the verge of maturity and decline, or are already in the phase of decline, both by 
the majority of volumetric criteria and by innovation criteria. 
 
The presence of a certain potential for innovational development is confirmed by the fact that in terms of the 
innovational criteria the industries that specialise in the manufacturing of wood and the products of wood are 
in the phase of growth. In some engineering industries (the manufacture of machinery and equipment not 
elsewhere classified), there are positive growth trends in the innovational activity of businesses. In general, the 
chemical and engineering industries, which have the highest level of technological development, are in the 
decline phase. 
 
Thus, the trends revealed in the development of the national industry as a whole and the identification of the 
stages of development of individual industries makes it possible to draw a conclusion on  the low level of 
efficiency of the Ukrainian economy, which is the result of long de-industrialization and the transition of most 
industries to the phase of decline. The reconstruction of industry should be aimed at technological upgrading, 
the activation of innovational activity, the stimulation of employment by attracting investment to create high-
tech industries and fundamentally upgrade the existing ones. 
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THE EFFECT OF SUGAR SUBSTITUTES ON SELECTED CHARACTERISTICS OF SHORTCRUST PASTRY 

 

 

Abstract 

The aim of this study was to evaluate the possibility of substituting sugar in crust pastry with natural 
substitutes, such as stevia, xylitol, coconut sugar as well as dried banana. Furthermore, a comparison of 
physicochemical properties was carried out. The crust pastry obtained was analyzed in terms of color by 
CIEL*a*b*, textures, water activity, bake loss, semi-consumer assessments and the nutritional value was 
calculated. There was a clear impact caused by the sugar substitute on the physicochemical properties and 
their sensory assessment. The cakes with xylitol had the closest color, smell and taste to the control sample 
(with sucrose). The cakes with dried banana had a significantly reduced hardness compared to the control 
sample. The lowest bake loss was observed in the case of pastry with dried banana, while the highest was in 
the case of xylitol. In sensory analysis, the “Just-about-right” method was used, and pastries with a sweeter 
taste were more desirable (xylitol) and pastry with the stevia substitute showed the lowest desirability. The 
lowest energy value per 100 g was obtained for stevia (392 kcal/ 100g), while for xylitol energy, the value was 
reduced by 6%.  

 

 

Key words 

Xylitol, stevia, dried banana, coconut sugar, crust pastry 
 
 
Introduction  

Sugar, which is currently consumed by society in increasing quantities, is a substance that causes many 
diseases, known as civilization diseases, such as obesity, diabetes, hypertension and coronary heart disease [1]. 
However,  Sucrose in bakery products makes a major contribution to providing sweetness, controlling moisture 
retention, influencing air incorporation, stabilizing air bubbles, and limiting the swelling of starch during baking, 
all of which help to create a finer texture [2].  
 
The baking industry is currently witnessing a situation in which the labeling claims of products, like sugar free, 
reduced calorie, gluten-free and fibre rich, are attracting health-conscious consumers. Consumers are 
becoming more and more aware of this, and out of concern for their own health, often choose healthier 
products. Due to this, the food industry, over the last several years, has been investigating ways to reduce the 
levels of free sugars within their products to comply with guidelines and regulations, such as those of the 
World Health Organization, which has made a strong recommendation to reduce the level of sugar in the diet 
to less than 10%, and preferably as low as 5% [3, 4].  It is important to find alternative sugar replacers for 
traditional sugars in order to improve the quality of low-sugar pastry products. The energy content of sweet 
bakery products may be appropriately reduced by substituting sucrose with non-nutritive, naturally occurring 
(further denoted as natural) or artificial high-intensity sweeteners.  Sweeteners can be classified according to 
the following criteria: 

� Origin (natural or artificial), 
� Consistency (powders/syrups), 
� Energy value (nutritive or non-nutritive), 
� Technological function (bulking agent or sweeteners).  

 
Stevia is a glycoside isolated from the plant Stevia Rebaudiana Bertoni [5]. Stevioside can be isolated from 
dried leaves and is approximately 300-400 times sweeter than sucrose, however the bitterness that presents as 
an aftertaste affects the sensory quality of the final product [6]. Some studies have suggested that stevia 
increases insulin sensitivity and glucose tolerance in human cells and safety issues concerning stevia showed no 
negative side effects. Furthermore, stevia glycosides were recently approved for use as a sweetener by the 
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Joint Food and Agriculture Organization/World Organization Expert Committee on Food Additives and ADI is 4 
mg/kg day [7]. 
 

Xylitol is a sugar alcohol obtained by replacing an aldehyde group with a hydroxyl group. Xylitol is the sweetest 
of the polyols, being equivalent to sucrose in sweetness, but with fewer calories, and lower glycemic index [8, 
9]. The most common application of xylitol is in chewing gum, because it is very convenient due to its sensory 
properties. It is also used in candies, gelatins, chocolate, yogurt, and a wide range of confectionery products. 
Furthermore, xylitol dissolves in the mouth to give a pleasant sensation of cooling and freshness after 
consumption [10].  
 
Coconut sugar has been used as a traditional sweetener in Asia and is now gaining popularity because of its 
natural and minimal processes. A recent work has stated that the GI of coconut sap sugar was reported to be in 
the low category (35-45) [11]. The main component of coconut sugar is sucrose (about 70-80%) combined with 
glucose (3-9%) and fructose (3-9%). Palm sugar is produced from filtered juice, which is heated for several 
hours at a temperature of about 100°C until concentration and a typical aroma is obtained. The Maillard 
reaction and caramelization occur during the processing of palm sugar [12].  
 
Dried bananas can be used as substitute for sugar, because of its sweet taste. Mostly, dried banana consists of 
simple sugars as well as dietary fibre (starch) (6.4g / 100g). Dried bananas contain about 4 times more 
potassium, calcium, phosphorus and magnesium and other minerals than the fresh ones. Their energy value is 
97kcal / 100g [13].  
 
However, the decrease in the sucrose content is accompanied by significant changes in texture, volume, colour, 
taste, hardness, surface finish and shelf life of the product. These changes may negatively influence product 
acceptability and also affect processing properties of doughs or batters. Furthermore, sugar substitutes have 
high sweetness intensity but it does not support texture characteristics [14]. Non-caloric sweeteners does not 
participate in Maillard reaction  or caramelization resulting in lighter color after baking. Furthermore, sugar 
alcohol have lower humectancy and do not retain a moistness compared to sugar [15].There are many 
published studies that show reduced sucrose products to be less acceptable than their full-sucrose 
counterparts [15, 16,  17, 18]. 
 
The objective aim of this study was to investigate the possibility of replacing sugar with different natural 
sweeteners in making short crust pasty. For this purpose, four different substitutes were used (stevia, xylitol, 
coconut sugar, dried bananas). Then, the physical and sensory properties of cakes were evaluated.  
 

 

Materials and methods 

The material was short crust pastry. As the basic ingredients 200 g flour (type 450), 30 g egg yolk, 120 g butter 
(83% of fat) and 2 g salt were used for every type of cake. In the cake with xylitol and coconut sugar 
formulation, 60 g was used, with stevia 0,2 g, with dried banana 70 g.  The control sample was made using 
saccharose (60g) as a sweetener. Then, all ingredients were mixed in mixer (Kenwood Major Classic) for a 5 min 
and then covered in plastic wrap and refrigerate the dough for 30 min. After that was baked in a convection 
oven (Kuppersbusch 10xGN1/1/) 180˚C for 30 min. Each of the prepared samples weighed 170 g and were 
baked in silicone mold with 20 cm diameter and were prepared in 8 replications. The samples were cooled at 
room temperature for 10 minutes, covered by  cellophane and finally kept at an ambient temperature, in a dry 
and dark place, until they were analyzed. For sensory evaluation the samples were prepared one day before of 
each trial.  
 
Water activity (aw) was measured at 20 ± 2°C on 2 replicates for each sample with a dew point hygrometer 
Aqualab

®
 series 3 TEV (Decagon Devices Inc., Pullman, WA., U.S.A. The bake loss of pastry was calculated by 

weighing one piece before and after baking. The difference in weight was averaged and reported as a 
percentage bake loss. 
 
The instrumental measurement of the colour of the pastry was performed in the L*a*b* color system, where 
L* – lightness, a* – the colour axis ranging from greenness (-a*) to redness (+a*), b* – colour axis ranging from 
blueness (-b*) to yellowness (+b*). The colour was measured by a Minolta chromameter (CR-400, Konica 
Minolta Inc., Tokyo, Japan). The chromameter was calibrated using a white standard plate 
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(L* = 98.45, a* = −0.10, b* = −0.13). A measuring head with a diameter of 8mm and a D65 illuminant was used. 
The determination of colour parameters was performed by randomly measuring 10 different places on each 
surface. The total colour change (ΔE) is a measure of the difference between the control sample and a tested 
sample and was calculated using the following equation: (ΔE* = [(L1*-L2*)

 2 
+ (a1*-a2*)

 2
 + (b1*-b2*)

 2
]

1/2
).  

 
For measuring the textural properties of cakes, an Instron universal testing machine (Model 5965, Instron, 
Canton, MA, USA) with Bluehill®2 software was used, which included a compression test. The compression test 
was carried out using a flat probe. A sample deformation was limited to 50% for all the determined 
parameters. This deformation percentage was found to be sufficient to break a crusty pastry. The test was 
conducted 6 times, where one speed test (10 mm/min) was applied. The force curve (N) versus distance (mm) 
allows the hardness to be calculated. The hardness of the short crust pastry was designated as the maximum 
compression force (N). Ten replicates of each formulation were conducted. 
 
In the sensory evaluation of the pastry, the “Just About Right” (JAR) method was used and 39 (28 female, 11 
male) participants were invited to semi-consumer analysis. For each sample, participants were asked to rate 
their overall liking and attribute intensity. The attributes assessed included: hardness, colour, odour, crispness, 
sweet flavour and metallic aftertaste. “Just-about-right” (JAR) scales were designed as continuous line scales (-
4 to 4) with three descriptive anchors, low intensity (“Much Too Weak”) on the left end, (“Just About Right”) at 
the centre, and high intensity (“Much Too Strong”) on the right end. Samples were served in a sequential order, 
with a minimum two-minute mandatory break between each sample. Participants rinsed with filtered water 
between samples to reduce potential carry-over effects.     
 
The caloric value of pastry was calculated on the basis of the information on the packaging (fat 9 kcal/1 g, 
protein, carbohydrate, saccharose, dried banana, coconut sugar 4 kcal/1g, stevia 0,2 kcal/1 g). At the 
beginning, the energy value of the whole product was obtained, and then it was converted into 100g of 
product and per portion of product, which was taken as 30g.  
  
Statistical analysis: all experiments were carried out in triplicate and average values with standard deviation 
were calculated. The statistical differences were checked using the one-way ANOVA method and Tukey’s post-
hoc test (at a significance level α=0.05). P-values lower than 0.05 were considered statistically significant and 
homogenous groups were noted with the same letters in tables. Analyses were conducted using Statistica 
Software version 12.0 (StatStoft, Tulsa, USA). 
 

 

Results and discussion  

The physical properties (water activity, bake loss, colour parameters and hardness) of four types of pastry are 
shown in Table 1. Results showed that there was significant difference (p < 0.05) between each sample in terms 
of aw, bake loss, L*, a *, b*, ΔE* and hardness.  
 
Water activity is an important indicator for product design, shelf-life and food safety. If a product is kept below 
a certain water activity, then it is possible to inhibit the growth of fungi/bacteria/mold, thus the shelf-life is 
longer. In the case of the aw sample with xylitol (0.67), it was characterized by a lower level and other samples 
were in a homogeneous group and varied from 0.70 to 0.76. Water activity in the range 0.55-0.9 is considered 
as medium water activity, and bacteria usually require at least 0.91 and fungi at least 0.71. All of our samples 
are in this group and the growth of bacteria is inhibited. Furthermore, xylitol is more hygroscopic than sucrose, 
therefore, it seems reasonable that partial or complete elimination of sucrose led to a reduction in the water 
activity of dietetic pastry [14]. However in our study polyols showed a lower water activity than sample with 
saccharose, what is not in consistent with studied conducted by Majeed et al. (2018) [22], but is in close 
agreement with study conducted by Nourmohammadi and Peighambardoust (2016) [15]. Investigated by 
Winkelhausen et al. (2007) [19], xylitol improved microbial stability and shelf-life of cakes as it provided lower 
water activity at the same concentration with sucrose, which was confirmed with obtained results In our study.  
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Table 1. Physical properties of short crust pastry obtained from different sweeteners (coconut sugar, dried banana, xylitol, 
stevia and saccharose). 

 

Values are expressed with the standard deviation. Lowercase letters in rows (a-c) show between which samples were 
statistical differences (p <0.05). 

 
Source: Author’s 

 

The bake loss of pastry was the smallest and similar for the control sample, coconut sugar and dried banana, 
while the highest was for xylitol and stevia. Dried banana have a higher water holding capacity compared to 
sweeteners, due to its higher protein content [13]. Proteins would increase water holding capacity, thus 
enhancing the swelling ability, an important function of protein in preparation of viscous foods such as soups, 
dough and baked products [24]. Similar results was obtained by Akesowan (2009) [25] bake loss was increased 
compared to control sample with saccharose.  
 
The colour values measured by a colorimeter showed that L* was the smallest for coconut sugar and the 
highest for stevia. The lightness (L*) of short crust pastry displayed an increasing trend along with the 
increasing substitution level of sugar (stevia and xylitol). For a* coordinate (redness) the highest was coconut 
and the control sample, the smallest for samples with sweeteners. For b* coordinate (yellowness) only the 
sample with coconut sugar showed a lower value of b*, other samples are in a homogeneous group. The darker 
colour of pastry from coconut sugar and dried banana is correlated with the initial darker colour of the product. 
Furthermore, some authors have suggested that the darker color of the pastry is related to higher protein as 
well as sugar content, and thus a more intense Maillard  reaction (browning and caramelization of sugar is 
considered to produce brown pigments during baking) [13]. Furthermore, it is believed that sugar alcohols 
(xylitol) and stevia are not able to participate (thermal stability) in the Maillard reaction due to the lack of 
functional groups [14]. This is in keeping with the findings of Martínez-Cervera et al. (2011) [25], which showed 
the addition of erythritol in muffins appeared not to influence the crust color. Furthermore, Gao et al. (2017) 
[21] also reported increase of L* value in muffins with stevia as a sweetener, what is in close agreement with 
obtained results.   
 
The results of the hardness showed that pastry made with dried banana and stevia decreased significantly at 
the 55-56% level compared to the control sample and increase in the case of the sample made with coconut 
sugar and xylitol at 10%-84% level. According to Nourmohammadi and Peighambardoust [13] the investigated 
correlation between water activity and hardness (the higher the water activity, the higher the crumb firmness) 
was also obtained from this study. Other studies showed that replacing sugar with polyoils may effect on 
decrease of hardness and firmness of cakes compare to control samples with saccharose [27]. 
 

Table 2. Evaluation of the nutritional composition of the short crust pastry obtained 
 

 
 
 
 
 
 
 
 

  
 

Source: Author’s 

 Coconut sugar Dried banana Xylitol Stevia Control sample 

aw 0.73 
 

0.70 
 

0.67 
 

0.71 
 

0.76  

Bake loss (%) 17.01 ± 0.34
b 

16.21 ± 0.21
b 

20.21± 0.11
c 

20.23 ± 0.20
c 

14.21 ± 0.12
a 

L* 42.43 ± 0.20
a 

46.23 ± 0.04
a 

68.24 ± 0.14
bc 

70.54 ± 0.11
c 

63.03 ± 0.26
b 

a* 12.5 ± 0.12
c 

8.62 ± 0.12
b 

10.22 ± 0.16
c 

4.92 ± 0.03
a 

11.04 ± 0.03
c 

b* 25.70 ± 0.08
a 

35.82 ± 0.22
b 

37.26 ± 0.03
b 

34.80 ± 0.07
b 

35.54 ± 0.24
b 

ΔE* 20.72 ± 1.21
b 

3.54 ± 0.18
a 

3.32 ± 0.19
a 

3.01 ± 0.03
a 

- 

Hardness (N) 15.02 ± 1.32
b 

6.69 ± 0.95
a 

25.04 ± 0.46
c 

6.94 ± 0.54
a 

13.52 ± 0.59
b 

 Coconut sugar Dried banana Xylitol Stevia Control sample 

Energy (kcal) 448 450 427 392 452 

Protein [g] 6.5 7.1 6.5 6.5 6.5 

Carbohydrates [g] 50 52 49 36 51 

Sugar [g] 13.5 0 0 0 15 

Fat [g] 24 24 24 24 24 

Fibre [g] 1.2 2.2 1.2 1.2 1.2 
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The results of nutritional composition are shown in Table 2. The proximate values of sugar decreased with the 
increased level of sugar substitutes. The high energy values were the results of high fat content (24g/sample) 
which provide 9kcal/1 gram. The proximate values of energy and sugar were highest in the control sample, 
while the lowest was in the stevia sample, where the energy was reduced by 13% and carbohydrates by 30%.   

 
Fig. 1. The effect of the replacement of sugar with coconut sugar, dried banana, xylitol and stevia on the sensory 

characteristics of short crust pastry. Lowercase letters on figure (a-c) show between which samples were statistical 
differences (p <0.05).  

Source: Author’s 

 

In the sample with dried banana, an increase of protein and fibre content was observed in the range between 
8.5% and 90%, respectively. The lower content of sugar in the sample with coconut sugar is the result of 
minimal processing and a higher content of dietary fibre, especially inulin. These could play an important role 
in lowering the GI values of palm sugars when compared to refined sugarcane which contains almost 100% of 
sucrose [9, 15].  
 
The sensory scores of short crust pastry with sugar substitutes are presented in Figure 1. The JAR scale was 
selected as it is designed to find the optimum/most appropriate level of a specific attribute and is easy for 
panelists to understand. According to the presented results, there was a significant difference between all 
investigates samples (p < 0.05). The largest deviations from the control sample were recorded for the sample 
with stevia, where colour, odour, hardness, crispness sweet flavor were “too weak”/”much too weak”, while a 
metallic aftertaste was determined as “too strong”. According to the sensory evaluation, stevia as a 
substitution in cakes resulted in the occurrence of a little bitterness which is attributed to the inherent 
bitterness of steviol glycosides [28]. Mean JAR rating for the colour of samples with dried banana and xylitol 
was similar to the control sample, while for coconut sugar the colour was “too strong”. The smallest deviations 
from the standard were recorded for the xylitol sample, which revealed that short crust pastry with xylitol 
reformulation was found to be most acceptable by the panelist. To the best of our knowledge, this is the first 
work presenting JAR sensory analysis of short crust pastry, however, other studies with sugar replacements 
showed that, in sensory evaluation, samples with xylitol were the best substitute for the sugar contained in 
cakes [17, 19] and results are in close agreement with results obtained by Winkelhausen et al. [19].  
 

 

Summary and conclusions 

Sweeteners cannot solely replace sugar and the food industry, however  it is important to find alternative sugar 
replacers for traditional sugars in order to improve the quality of low-sugar cakes. To summarise, sweeteners 
influenced the physicochemical (aw, colour, hardness and bake loss) properties of short crust pastry. The caloric 
content of pastry with coconut sugar, dried banana, xylitol, stevia and sucralose are 448, 450, 427, 392, 452 
kcal/100g, respectively (estimated by the raw materials used for each cake). Sugar alcohol such as xylitol, 
among the four tested substances, was found to be the best substitute and in the sensory evaluation score was 
similar to sugar-containing short crust pastry and physical properties (aw, color coordinates)  were comparable 
to control sample However, for wider acceptance of products with xylitol, consumers should be educated and 
learn more about the benefits of xylitol itself. However, further optimizing is required to obtain muffins with 
satisfactory textural properties and mouthfeel and an appealing appearance that would satisfy consumer 
preference. 

a a a 
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DEGRADATION OF PENTACHLOROPHENOL BY HIGH TEMPERATURE HYDROLYSIS 

 

 
Abstract 

The long-term use of plant protection products in agriculture, including pentachlorophenol (PCP), has 
contributed to their widespread distribution in the natural environment. So far, no cheap and effective 
techniques for removing chlorophenols by physicochemical or biological methods have been developed. 
Therefore, alternative methods of neutralizing them are currently being sought. The aim of the study was to 
investigate the possibility of pentachlorophenol decomposition by high temperature thermohydrolysis. The 
decomposition process was carried out at a constant pressure of 25 MPa, in the temperature range of 20°C to 
500°C and at various volumetric flows of PCP through the reactor. Detailed analysis of the results showed that 
the process and degree of pentachlorophenol reduction depended on residence time in the reactor and the 
process temperature. The obtained results indicate that thermohydrolysis in supercritical water is not an 
effective method to neutralize pentachlorophenol. The high costs of conducting this process together with an 
average degree of PCP conversion (the conversion of pentachlorophenol at the lowest volumetric flow rate 
through the reactor reached about 45%) cause that thermohydrolysis at high temperature is not a cost-
effective method of neutralizing pentachlorophenol.  
 

 

Keywords 

pentachlorophenol, thermohydrolysis, supercritical water, neutralization 
 
 
Introduction 

Civilization progress is inextricably linked to the increase in the amount of generated pollutants. The 
physicochemical and biological methods used so far in wastewater treatment cease to be effective against 
many new, biologically active and ecotoxic pollutants contained in wastewater [1-3]. Chlorophenols, especially 
pentachlorophenol (2,3,4,5,6-pentachlorophenol), are particularly toxic and dangerous to the environment. 
PCP is a synthetic organic substance that does not occur naturally in the environment. Pure pentachlorophenol 
is in the form of colorless or white crystals, poorly soluble in water and very well in organic solvents. PCP is a 
stable compound and its stability is due to the presence of five chlorine atoms attached to the aromatic ring. 
Pentachlorophenol was first introduced in 1936 by the chemical companies Dow and Monsanto as a wood 
preservative. The long-term use of pentachlorophenol has contributed to its widespread distribution in the 
environment, which leads to a steady increase of PCP concentration in the ecosystem [4-5]. The main source of 
environmental pollution with pentachlorophenol was the use of preparations containing PCP, which as a result 
of various transformations got into the water, air and soil. Pentachlorophenol was commonly used as a wood 
preservative, herbicide, fungicide, bactericide, algaecide, molluscicide, insecticide, biocide and defoliant. Large 
amounts of pentachlorophenol got into the environment as a result of wood treatment with PCP-containing 
preparations and as a consequence of mass spraying of arable fields with biocides. As a result of surface 
runoffs, pentachlorophenol used in agriculture was transported together with other pollutants to surface and 
underground water. Additionally, PCP was used in soaps and detergents applied in medicine and as an additive 
to adhesives, latex paints and paper. Pentachlorophenol was used in sealing substances being in contact with 
food and in plastic reusable containers for storage of loose food products. Pentachlorophenol was also used in 
the photographic and tanning industry as well as in paper and cellulose plants [5-7].  
 
Pentachlorophenol is highly toxic to both microorganisms and humans, and its toxicity increases with 
concentration. PCP is absorbed through the respiratory tract, digestive system and skin [8-9]. 
Pentachlorophenol can cause many different symptoms of poisoning in humans depending on how it enters 
the body and the time of exposure. PCP can cause fever, breathing problems, hyperhidrosis, tachycardia and 
metabolic acidosis, and can bring about liver damage and problems with the immune system. People exposed 
to prolonged contact with pentachlorophenol during the production of PCP, woodworking and impregnation 
may suffer from acute poisoning manifested by high fever, headaches, irritation of the mucous membranes, 
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skin redness, rash, vomiting, increased thirst, as well as accelerated heartbeat and breathing. Both in offices 
and in the home environment people are exposed to pentachlorophenol which is released into the 
environment from wooden elements impregnated with a PCP-containing agent. In chronically exposed workers 
(during PCP production, impregnation and woodworking) there may occur heavy poisoning with 
pentachlorophenol, which can result in high fever, headaches, irritation of the mucous membranes, redness of 
the skin, rash, vomiting, increased thirst, and accelerated heartbeat and breath. When relatively high doses of 
PCP are regularly introduced into the body, this compound is present throughout the body and accumulates in 
the liver, kidneys, brain, spleen and adipose tissue, which leads to enlargement and dysfunction of individual 
organs and weakens the immune system [10-12].  
 
In 1999, the Environmental Protection Agency (EPA) classified pentachlorophenol as a moderately toxic 
xenobiotic and set standards for its maximum concentration in various environments. According to the 
standards, the maximum level of soil contamination with pentachlorophenol is 1 mg/kg, and the maximum 
permissible concentration of pentachlorophenol in drinking water is 0.022 mg/dm

3
. Occupational Safety and 

Health Administration (OSHA) has introduced standards for the maximum concentration of pentachlorophenol 
that workers may be exposed to during a 40-hour working week. The highest permissible concentration of 
pentachlorophenol in the air at workplaces in production plants was set at 0.5 mg/m

3 
[13-16].  

 
Despite legal regulations regarding the restriction of the use of pentachlorophenol introduced at the beginning 
of the 21

st
 century, its amount in the natural environment, due to its low biodegradability potential, has not 

significantly decreased [15]. The durability of PCP in the environment varies and ranges from several hours to 
many years. The rate of pentachlorophenol decomposition largely depends on PCP concentration, the presence 
of microorganisms capable of transforming pentachlorophenol, access of light radiation or the pH of the 
environment [17]. Due to its resistance to microbial degradation and high toxicity, numerous studies are 
carried out to develop a relatively cheap and efficient method of removing this xenobiotic from the 
environment [18-21].  
 
Promising methods of neutralizing such toxic pollutants are the so-called hydrothermal technologies, in 
particular thermohydrolysis in supercritical water, occurring at high temperature and water pressure (above 
critical temperature Tcr = 374°C and critical pressure Pcr=22.1 MPa). Under supercritical water conditions, a 
reaction environment with very favorable application properties is obtained [22-26]. High diffusivity and heat 
capacity of water intensify heat and mass transfer processes. Features such as good miscibility with gases and 
the ability to manipulate thermodynamic properties such as polarity, solution, acid-base properties, etc. have 
made it possible to widely use thermohydrolysis to decompose various chemical compounds [27-29]. Despite 
numerous studies on this process, knowledge about the mechanisms governing it is still insufficient.  
 
 
Aim of the work 

The aim of the work was to investigate the possibility of decomposition of pentachlorophenol and to check the 
possibility of using the high-temperature thermohydrolysis process for its decomposition. The tests were 
carried out at a constant pressure of 25 MPa, in the temperature range from 20°C to 500°C and at four 
different volumetric flow rates of PCP through the reactor. 
 
 
Experimental 

The possibility of using a high-temperature thermohydrolysis process to decompose pentachlorophenol was 
investigated in the study. The experiments were carried out in a laboratory scale on a setup consisting of the 
following elements:  

� HPLC high-pressure plug pump (Jasco, Japan) to supply solutions of the tested compounds at 25 MPa, 
� electrically heated and 6.0 m long flow reactor made of SS216 stainless steel with external diameter of 

6.0 mm and inner diameter of 2.5 mm, 
� pressure and temperature meter, 
� tube-in-tube heat exchanger serving as a cooler and allowing the reaction mixture leaving the reactor 

to cool down, 
� temperature controller allowing a determined temperature to be kept in the system, 
� Back Pressure Regulator (TESCOM, France) to maintain a set pressure in the system. 
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The setup for conducting thermohydrolysis in supercritical conditions is shown in Figure 1. 

 
Fig. 1. Diagram of the installation for investigating the process of pentachlorophenol thermohydrolysis  

1 – HPLC pump, 2 – electrically heated flow reactor, 3 – pressure and temperature measuring system, 4 – cooler,  
5 – temperature regulator, 6 – pressure regulator 

Source: Author’s 

 
Thermohydrolysis was carried out on model solutions of pentachlorophenol with initial concentration equal to 
15 mg/dm

3
, at temperature ranging from 20°C to 500°C, constant pressure 25.0 MPa and for four different 

volumetric flow rates through the reactor equal to 2.5 cm
3
/min, 5 cm

3
/min, 7.5 cm

3
/min and 10 cm

3
/min. After 

30 minutes from the moment when the set temperature and pressure in the reactor were established, three 
15 cm

3
 samples of the reaction mixture were withdrawn at 20-minute intervals. The concentration of 

pentachlorophenol was determined by Reverse Phase High Performance Liquid Chromatography (RP HPLC). 
Before analysis, the samples were filtered through Whatman membrane filters of cellulose nitrate (porosity 
0.2 μm). The measurement was carried out using a Perkin Elmer liquid chromatograph equipped with a 
Hypresil GOLD capillary column (250 × 4.6 mm) and a Hypresil GOLD pre-column, 5 μm 10 x 4 mm. The HPLC 
system used in the tests consisted of a pump and DAD type UV/VIS detector. The conditions for conducting 
analyses were selected in accordance with the principles of chromatographic separation of mixtures based on 
affinity to the substance for filling the column. The eluent was acetonitrile and acetate buffer, the proportions 
of which were 60 and 40%, respectively. The flow rate of the eluent through the column was 1 ml/min, while 
the retention time of pentachlorophenol was about 7.25 min. The injection volume of the sample per column 
was 2 μl. Detection was carried out at a wavelength of 252 nm, which roughly corresponded to the absorption 
maximum of pentachlorophenol. PCP concentration in the samples was determined using standard curves 
prepared using the Turbo Chrom program and developed for pentachlorophenol at concentrations ranging 
from 0 to 15 mg/l. 
 
 
Results  

The paper presents results of research on the process of pentachlorophenol thermohydrolysis under 
supercritical conditions. Figure 2 shows changes in the concentration of pentachlorophenol depending on the 
residence time in the reactor. In addition, the temperature corresponding to the critical point is marked with a 
dashed line in each chart of Fig. 2. From a chemical point of view, it is very important, because in its vicinity all 
water properties are changing rapidly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1 2 
3 

4 

5 

6 
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a) b)

c) d)

Fig. 2. Changes in the concentration of pentachlorophenol depending on the volumetric flow rate through the reactor: a) 
2.5 cm

3
/min, b) 5 cm

3
/min, c) 7.5 cm

3
/min, d) 10 cm

3
/min   

Source: Author’s 

 
When analyzing the curves that characterize the temperature dependence of initial concentration of 
pentachlorophenol fed to the reactor, it was observed that at low temperatures PCP concentration was 
virtually unchanged, and only above 300°C it dropped sharply. Based on the performed studies, it was found 
that the concentration of pentachlorophenol measured at the end of the process depended on temperature. 
For all analyzed flow rates of the solution through the reactor, a reduction in PCP concentration was observed 
with increasing temperature. In particular, these changes can be observed near the pseudocritical point. At the 
same time, it should be noted that as the volumetric flow rate through the final reactor increases, the PCP 
concentration grows. At the volumetric flow rate of the reaction mass equal to 2.5 cm

3
/min and temperature 

500°C, the decrease in PCP concentration was almost twice as high, falling from 15 mg/dm
3
 to 8 mg/dm

3
, while 

for the same conditions but at a volumetric flow through the reactor equal to 10 cm
3
/min, the initial 

concentration was reduced by approximately 30%.  
 
Figure 3 shows the dependence of the degree of conversion of the tested compound on the volumetric flow 
rate of PCP through the reactor for 2.5 cm

3
/min, 5 cm

3
/min, 7.5 cm

3
/min and 10 cm

3
/min at constant pressure 

of 25MPa.  
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Fig. 3. Dependence of the degree of pentachlorophenol reduction as a function of temperature for different volumetric flow 
rates of liquid through the reactor equal to 2.5 cm

3
/min, 5 cm

3
/min, 7.5 cm

3
/min and 10 cm

3
/min at pressure 25 MPa. 

Source: Author’s 

 
A detailed analysis of the temperature-dependent pentachlorophenol reduction curves allows us to conclude 
that the percentage of its conversion depends on the volumetric flow through the reactor. The longer the 
residence time of pentachlorophenol in the reactor, the greater the reduction of PCP. At low temperatures the 
degree of pentachlorophenol conversion is virtually zero. A gradual but slight increase in PCP conversion is 
observed only at 300°C. Approximately 45% PCP conversion was obtained for the lowest flow rate of 2.5 
ml/min at 500°C. This level of conversion, considering the high costs of running the process, is not satisfactory 
and indicates that the high-temperature thermohydrolysis cannot be used as an effective method of 
pentachlorophenol decomposition. 
 
In the literature there are many results of thermohydrolysis of organic compounds. However, there are no 
reports on this type of research in relation to pentachlorophenol. This is probably due to the fact that PCP 
dissolves very badly in water. The high-temperature hydrolysis process is tested for compounds with much 
better solubility. Nevertheless, the properties of this compound, its toxicity and use in many preparations cause 
that an effective method of PCP degradation is sought. Actually the best PCP degradation results are achieved 
by biological methods, which are characterized by low costs of the process. 
 

 

Summary 

Over fifty years of the use of chlorophenols, including PCP, has contributed to their widespread distribution in 
the natural environment and living organisms. People who come into contact with products containing PCP are 
particularly vulnerable to its toxic effects, which carry an increased risk of cancer, fetal defects, mutations, 
blood composition disorders and changes in the nervous system. 
 
The paper presents the results of studies on high-temperature hydrolysis of pentachlorophenol. The tests were 
carried out at a constant pressure of 25 MPa in the temperature range of 20°C to 500°C and at four different 
volumetric flows of PCP through the reactor equal to 2.5 ml/min, 5 ml/min, 7.5 ml/min and 10 ml/min. 
 
In studies on high-temperature thermohydrolysis of pentachlorophenol, an unsatisfactory degree of reduction 
of this compound was obtained. The PCP conversion increased with increasing process temperature. The 
highest degree of pentachlorophenol reduction amounting to about 45% was achieved for the lowest 
volumetric flow rate through the reactor equal to 2.5 ml/min at 500°C. This level indicates the average 
efficiency of the high-temperature hydrolysis process, which, combined with the high cost of the process, 
causes the process to be unprofitable for pentachlorophenol removal. This does not preclude the use of 
thermohydrolysis in supercritical water as an effective way to treat wastewater containing PCP. Therefore, it is 
necessary and justified to continue research on the process of high-temperature thermohydrolysis. 
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GREEN ROOFS DISSEMINATION REGARDING THEIR POTENTIAL CONTRIBUTION IN ADDRESSING THE UHI 

EFFECT 

 

 

Abstract 

The article aims at summarising the state of the art in the efforts of researchers and innovators to find viable 
solutions to mitigate the urban heat island (UHI) effect. This effect is loosely connected with the greenhouse 
effect, however, it certainly creates a severe negative synergy together with it. As green roofs are a well-known 
answer how to address the UHI effect, the ways how to make their massive and global deployment convenient 
are discussed. Initially, the differences and similarities between urbanisation in developed and developing 
countries are described. Then the paper depicts solutions, especially synergic ones, for making the 
dissemination of green roofs viable, such as rainwater and energy harvesting or urban agriculture. Then the 
authors conclude that retrofitting the existing roofs is the only method for reaching the desired scale and 
discuss available business models necessary for introducing the prosumer approach to the retrofitting. 
 

Key words 

green roofs, Urban Heat Islands, urban regeneration, prosumer model, efficiency of FWE resources 
 

 

Introduction 

As the world’s population approaches the 8 billion mark, a characteristic feature of the demographics, across 
countries, is the increasing rate of urbanization. The growth in the population of urban settlers cuts across 
countries and continents. Economic and social factors present strong pull factors that attract people, especially 
the youth and people within the economic age brackets, to urban areas. A cursory look at the growth trend 
over the last 3 decades suggests a sustained and rapid increase. It is estimated that over 65% of the world’s 
population will be residing in urban areas by 2025. [1] In 2005 half of the global population lived in urban 
agglomeration areas. Worldwide, 457 large cities (with a population of 1,000,000 or more), 1,063 medium 
cities (with a population between 500,000 and 1,000,000) and 2,896 smaller cities (population of more than 
150,000) exist. [2] 
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In 1810, so even before the global warming began, it was observed that the temperature of urban environment 
is higher than in the surrounding areas, nowadays for approximately 3°C. [3] Then the reason of this 
phenomenon has been found in modifying the urban land surface (e.g. paving the roads or building houses), 
together with waste heating streams, and it has been called an urban heat island (UHI) effect. Its major 
consequence are the increasing: air conditioning demand, air pollution, greenhouse gas emissions, as well as 
the number of heat-related illnesses, including fatal ones. [4] It has also a negative impact on water quality. [3] 
Disturbed air circulation causes breezes at its perimeter while the centre remains still, which leads to an 
intensified steam condensation. This in turn results in more frequent rains. [5] In most of contemporary cities 
the rainwater is perceived as a problem rather than a resource. Furthermore, as rainwater passes by “concrete 
deserts”, it is so hot that it can be dangerous for ecosystems of the surface water. [6] Additionally, all these 
phenomena cause a rain shadow effect at peri-urban areas, which should negatively affect the surrounding 
agriculture. [5] Furthermore, the hot air forms many kilometres-high stacks called urban thermal plumes. Their 
impact at higher latitudes, namely above 40°N and 40°S, is much greater as net cooling in the Earth-
atmosphere system occurs there due to radiation. [7] It concerns especially highly urbanised areas of Northern 
Hemisphere. Nghiem et al. [8] claim that the plumes perturb the wind directions even in macroscale and the 
northern polar jet stream deviation leads to melting of the Arctic ice cap even more than the global warming. 
UHI effect reduction is a contribution not only to sustainability, but also to comfort of living in a given city. 
Summer heatwaves are fault of increased mortality of elderly people as within the United States alone, an 
average of 1,000 people die each year due to this reason, even though they affect only citizens living in 
temperate climate. [4] The number as well as the intensity of urban heat days (days with a maximum 
temperature over 30°C) will dramatically increase in upcoming years (9.6 heat days average occurred yearly in 
Vienna between 1961 and 1990, while between 1981 and 2010 it raised to 15.2 heat days per annum mean). 
[9] 
 
It is estimated that the heat accumulation in roofs is responsible in 40% of the average entire UHI effect 
impact. [10] The rise of the greenhouse gases emissions has been leading to warming the mean global 
temperature for 0.85°C between years 1880 and 2012 [11] and the ecological footprint is 1.6 times bigger than 
Earth’s surface, which means that the global nature resources are depleted 1.6 times faster than they are 
renewed. [12] Therefore, lowering the accumulation and addressing the accompanying phenomena are an 
important challenge for the cities of the future. Without any adaptive urban design, the temperature 
greenhouse gas-induced increase until 2100 in California was calculated to be as high as 1.31 degrees Celsius, 
but a 100% deployment of “cool roofs” – meaning either green roofs, either traditional roofs diffusing much of 
solar radiation received, due to their bright colour – would result in a temperature drop of 1.47 degrees Celsius 
— more than the increase. [13] 
 
The green roofs are the most common solution which has a potential of mitigating UHIs nowadays and 
improving the sustainability of the cities, even if such a single structure has only very limited impact on the 
environment and although in many cases they are not designed with such intention and they address the 
discussed problem only as a side effect of their presence. Firstly, the reflection coefficient for a green roof is 
hard to be measured, even though it is estimated that absorption of such a roof is 2 to 9 times lower than for 
an ordinary, dark roof structure. Secondly, green roofs have good thermal insulation properties, decreasing 
power demands for air-conditioning and space heating. Thirdly, their biological activity contributes to 
absorption of carbon dioxide and other greenhouse gases. Fourthly, they increase the water retention, 
mitigating this way a risk of a sudden local flooding, which rising frequency is another consequence of climate 
change. Last but not least, they provide heavily trafficked city centres with a green cover, which directly 
decreases the air pollution in those areas, most vulnerable to this phenomenon. All of these facts make the 
issues of green roofs dissemination and sustainable urbanisation strongly intertwined. The problems and 
challenges related to green roof construction and maintenance have been expanded in upcoming sections. 
 
If we assume that tackling the UHIs by means of a mass-scale green roof introduction is a question of utmost 
importance, we remain failing to know who should take the responsibility of that. The developed countries are 
wealthy and globally indebted in terms of carbon emissions, while the developing countries are very populous, 
which means that potentially even a moderate increase of consumption level there, which seems to be 
inevitable eventually, would result in a big raise of carbon emissions. 
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Green roofs and urbanization in developed countries  

As previously stated by Georgescu et al., massive deployment of “cool roofs” would result in a significant 
temperature drop. [13] Still, this research was not related to the influence of green roofs, which would 
apparently have a greater positive environmental impact. Developed countries tend to be conscious of the 
climate change threats and opportunities to tackle them, like one mentioned above, meanwhile having 
powerful tools to introduce adequate policies. On balance, their responsibility for the climate change 
mitigation should be bigger, because biocapacity deficit of such countries as USA (-4.8 global hectares per 
person) [14] or Japan (-4.1 gha/person) [14] significantly contributes to making the whole world the 
ecologically indebted. 
 
Therefore, developed countries are making research and implementation activities concerning the 
dissemination of green roofs and the former show it will be profitable. The simulations, assuming coverage of 
50% of existing Southern California rooftops with green roofs or cool roofs, were made and demonstrated that 
it would give 1,625 GWh of direct energy savings per year, which would let save more than $200 million and 
avoid producing 465 thousand tons of CO2 per annum. [15] 
 
Planning regulations in many developed countries strongly encourage using green roofs, but predominantly in 
relation to new constructions. In Toronto, they are mandatory for the roofs with gross floor area of 2,000 m

2
 or 

higher. [16] The same in Copenhagen, where since 2010 they have been mandated in most new local plans. 
[17] Financial incentives have also been put into practice. The city of Vienna started a programme of financial 
incentives for constructions of new green roofs. The amount of funding depends on the substrate height (cm) 
of the green roof system. It can range between 8 and 25 € per square meter, with an upper limit of 2,200 Euro 
per project. [18] Other European cities with subsidies for green roofs are Linz, Groningen, Rotterdam, 
Amsterdam and The Hague. [19] 
 
Despite such an amount of evidence advocating green roofs dissemination and in spite of existing regulations 
discouraging from creating “dark roofs” on new buildings, the occurrence of green ones is still far from having a 
significant impact on climate, to any extent. Two main reasons for this are following: they are virtually absent 
in buildings from 20

th
 century or older, which still compose vast majority of the world’s building stock, and even 

now they are still up to two times more expensive than regular structures, therefore the give no clear benefits 
for the investors [20, 21]. 
 

 

Urbanization in developing countries  

Urbanization in developing countries is different from that of developed countries. [22] In the former, it is more 
associated with increase in natural population (excess birth rate over death rate), while in developed countries, 
it is more towards increased infrastructural and economic development with less increase in population.  
 
In 2010, human population in developing and developed countries are estimated around 2.6 billion and 960 
million with urbanization level of about 46% and 78% respectively. And this trend is expected to continue with 
over 90% of the population growth expected to take place in urban areas of developing countries. [22] 
Urbanization level of developing countries forecasted for the year 2050 is at 64.11% and the corresponding 
average annual rate of change of the percentage for urban areas between 2010 to 2050 is 1.70%. The rate is 
more alarming when compared to that of developed countries for the same period which is 0.41%. [22] 
 
Another important factor accelerating urbanization in developing countries is migration from rural to urban 
areas, due to perceived better urban life and economic opportunities in cities. That is why Cobbinnah et al. 
described urbanization in Africa as premature often associated with unsustainable land development and huge 
urban poverty. [22] It is rapid, unplanned and unsustainable. 
 
According to World Urbanization Prospects 2018, up to 68% of the population in urban areas are projected to 
be living in slum conditions by the year 2050. [23] These shanty town conditions have been defined by UN 
HABITAT to be any of inadequate access to both sufficient water and sanitation, proper shelter to protect from 
adverse weather conditions, living in a room of not more than 3 people and prevention from forced eviction. 
[24] 
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Cohen further identified other key challenges like socioeconomic fragmentation amongst cities (middle and 
high income areas enjoy better urban basic services than low income areas in the same city): water, waste 
management, land development planning and congestion. [25] 
 

 

Green roof dissemination in developing countries 

Much has not been recorded on direct green roof dissemination in majority of developing countries. 
Dissemination is mostly carried out through a general concept of promoting green building technologies (GBTs) 
or through the enforcement of green building regulations and rating systems. Using green roof dissemination 
largely limits substantive information to be found on the topic. However, using GBTs which encompasses green 
roofs may improve the situation on available data.  
 
Some developing countries have green building rating systems they have adopted as a regulation. African 
countries continue to be the most interesting as part of those in developing world. Kenya and South Africa 
have set green building standards to follow as building regulations. They have adapted the Australian Green 
Start rating system to suit their local climate and needs. In Nigeria’s capital city Abuja, developers are being 
asked to incorporate green building concepts when applying for building permits. However, these concepts are 
less specific about green roofs. A few countries though have considered possibilities of its usage through 
surveying building professionals.  
 
Darko & Chan reported on strategies needed to promote the adoption of GBTs and identified 5 top major 
things to do, as agreed by the responses of 43 construction professionals in Ghana to be statistically significant: 
increased publicity of GBTs in the media, related educational and training programs for professionals, making 
available institutional framework for effective implementation, strengthened R&D (Research & Development) 
and financial and further market based incentives for GBT adoption [26]. In comparison to US (a developed 
country) the strategies to promote dissemination and adoption differ, often because of economic status. 
 
Chan et al. investigated the dissemination of green building technologies in Ghana, a developing country. The 
most critical barriers identified in their usage starts from the belief of high cost of employing GBTs, lack of 
government incentives, lack of financing schemes (e.g. Bank loans), unavailability of GBTs suppliers and lack of 
institutes and facilities for R&D of GBTs, arranged in order of agreement by the respondents of the survey. [27]  
 
Using a factor analysis of the 20 critical barriers identified from a literature survey, five groups emerged that 
categorized these barriers; government related, human related, information related, market related and cost 
and risk-related. The critical of them in Ghana is government related; lack of green building rating systems and 
labelling, lack of green building codes and regulations, lack of green building technological training for 
professionals, lack of GBTs promotion by government, lack of demonstration of projects, lack of local institutes 
and facilities for R&D of GBTs and lack of government incentives. [27] 
 
However, in Nigeria, a few of the government-related barriers are being reduced with the intervention of GIZ 
(Die Deutsche Gesellschaft für Internationale Zusammenarbeit GmbH – English: German Corporation for 

International Cooperation Ltd.) who works together with the Federal Ministry of Works. They have been able to 
develop an energy efficiency building code and put in place a training program for interested professionals.  
 
Lotfi studied the green roof development in Iran [28] and reported similar results to Chan et al. [27] Cost of 
installing a green roof in Iran seems to be the biggest barrier to its adoption, followed by lack of managerial 
and policy aspects that failed to establish the critical role of green roofs in sustainably urban development. 
 
Awareness on green roofs is not common to both among building owners and designers. Such concepts are 
more used by international clients who get contracts to build within the continent. Small and local contractors 
have little knowledge of green roofs promoted by the general lack of sufficient knowledge and research on the 
concept. 
 
For green roofs to thrive, plants native to the areas must be known. Research on plants suitable to be used as 
green roofs is less with only a few reporting on the types of plant they used and success. 
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Energy & water efficiency of green roofs   

Green roofs offer many positive services, among which are urban heat island (UHI) mitigation, increased 
thermal comfort for building occupants and important energy savings. [29] More specifically, heat fluxes from 
building roofs can decrease by roughly 80% in summer, while reduction in energy consumption during the 
same period can reach almost 17% compared with conventional roofs. A noteworthy temperature difference of 
the order of 4°C between traditional and vegetated roofs can also be spotted in winter. [30] 
 
Various experimental approaches have been employed so far attempting to evaluate the thermal and energy 
performance of green roofs. Bevilacqua et al. found that under common Mediterranean climatic conditions and 
in comparison, with conventional roofing options, thermal energy entering from the building’s green roof can 
be eliminated during summer, while the corresponding energy flowing outwards in winter can be reduced up 
to 37%. [31] In Shanghai, a coastal city with hot and humid summers, the cooling effect of green roofs is more 
pronounced on sunny days, with the largest difference in heat flows through the roof reaching 15 W/m

2
. [32] In 

cold climates, like the one prevailing in West Lafayette, Indiana, the examined retrofit option was found to cut 
down the heat loss of the inner roof area by almost 18% during the whole heating period. [33] Green roofs also 
present higher air temperature above their surface compared to white gravel roofs in regions with temperate 
climates, where heating is more important than cooling. [34] 
 
Recent studies have confirmed that the main factors influencing the energy efficiency of a green roof are the 
height of the selected vegetation, the leaf area index (LAI), the minimum stomatal resistance, and the growing 
medium’s depth [35–37]. Berardi found that the examined building energy consumption is more strongly 
affected by soil height than by the LAI of the green roof, while the magnitude of LAI is proportional to the 
cooling effect on the local microclimate of urban areas. [38] This is of great importance, keeping in mind that 
the UHI effect is directly linked with energy consumption in cities – for example, the effect of the summer UHI 
alone has reportedly raised the air-conditioning load up to 12% in Manchester, UK. [39] Green roofs coupled 
with vegetation at pedestrian level positively affect the urban microclimate [40], with urban planning 
conditions, design configuration and prevailing local climatic characteristics being the major factors in their 
overall performance [41]. 
 
Apart from their contribution to energy conservation, green roofs are also beneficial for the management of 
storm water run-off in cities, where their implementation at a large scale can ultimately reduce urban flood 
events. [42–44] Percentage-wise, the water retention levels can range from 35.5% to 100%, with a mean 
retention of 77.2% according to Zhang et al. [45] Moreover, a total average retention of 66% of a full-scale 
extensive green roof has been found by Nawaz et al. [46] In absolute terms and for optimal conditions, storm 
water storage capacities can vary from 25 mm to 40-50 mm. [47] 
 
In an effort to investigate the parameters affecting the water retention efficiency of green roofs, a stochastic 
weather generator coupled with a conceptual hydrological model have recently been used. [48] The results of 
this study indicated that the water retentiveness is proportional to the roof’s soil depth, with humid subtropical 
climates being in favour of a green roof’s retention performance and in contrast with Mediterranean ones. 
Following also a simulation approach, Szota et al. used a water balance model and found that the rainfall 
detention capacity can increase with the appropriate combination of irrigation regimes and drought tackling 
strategies. [49] Other parameters that play a determining role in the hydrological performance of green roofs 
are the vegetation characteristics and the physical properties of the layers’ components. [50, 51] 
 
The remaining water that escapes green roofs during intensive precipitation events can lead to leakage of 
nutrients and metals and thus may adversely affect the quality of downstream water bodies, especially in the 
case of recently applied constructions. [52] This can be mainly attributed to the high organic matter content of 
the green roof’s soil substrate, which leads to a more brownish colour, dissolved salts and higher nutrient 
concentrations like phosphorous in the removed water. [53, 54] According to Wang et al., adding an absorption 
layer comprising a mixture of active charcoal and/or pumice with perlite and vermiculite below the growing 
medium is sufficient to achieve the desirable balance between water runoff attenuation, pollution amelioration 
and optimal service lifetime of a green roof. [55] 
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Urban Agriculture and green roofs food production 

As it is estimated that over 65% of the world’s population will be residing in urban areas by 2025, this 
projection brings to fore issues of the sustainability of the system, because as cities expand, so do the food 
needs of urban families. [56] With increasing urbanisation, issue of sustainability of the food supply system 
have become more vexed with reference to social, economic, food production and environmental concerns. 
While alimentary and financial breakdowns are painful both for rural and urban dwellers, the urban poor have 
been suffering arguably the hardest considering food access, due to their low resilience. Consumers in the 
cities are almost exclusively dependent on buying food and changes in food prices and income have a direct 
translation into decreasing purchasing power and rising rates of food insecurity, thus affecting dietary quantity 
and quality this way. [57] 
 
Meeting the food needs of the urban population in a sustainable manner is a major development challenge. 
Urban agriculture provides food, employment and incomes for urban dwellers [58–60]. The products are either 
consumed by the producers, or sold in urban markets, such as the increasingly popular weekend farmers’ 
markets and organic kiosks found in many cities. The sustainability aspect of the production is emphasized 
because the locally produced food requires less transportation (pollution and cost) and refrigeration (packaging 
and storage), it can supply nearby markets with fresher produce.  
 
Growth and expansion of urban agriculture over the years have been a result of high urban pull (both available 
and affordable) for food. The urban lifestyle and food demand regime are markedly different from those of 
rural societies. The difference in types of food demand can be attributed to the, characteristically, mobile and 
non-sedentary nature of urban employments, short family food preparation/consumption time, and increase in 
mass produced fast foods and highly variable income status. These characteristics orient the food needs to 
ready-to-eat or quickly prepared food items such as poultry, chips, fruits and vegetables. The need to supply 
these items not only cheaply but also freshly had encouraged urban and peri-urban agriculture. With increasing 
urbanization, the concern of how to furnish adequate amount of cheap, safe and nutritious food to the urban 
population has led to a reawakening of interest in urban agriculture.  
 
Urban agriculture is a form of localising production (growing, processing, distribution and consumption) of food 
within the urban space. [61] Apart from the food security gains which entail the supply of cheap and fresh 
foods to the urban inhabitants, urban agriculture also adds environmental benefits and aesthetic appeal to 
urban environment.  However, over time, the land space which was traditionally used for agriculture within the 
urban space has decreased or even ceased to exist due to increase in residential, commercial structures and 
facilities networks. In urban areas, due to the high demand of land for development and residential purposes, 
the opportunity cost of using land space for agricultural production is very high. Rooftop agricultural 
production or use of living roofs for food production had offered a new frontier in urban agriculture. While 
urban farming includes the production of crops and livestock, green roof or rooftop agriculture is most often 
associated with crop production. Osmundson succinctly set forth what typifies green roof agriculture, as the 
cultivation of crops in open space that is separated from the ground by a building or other raised structure. [62] 
 
Rooftop agriculture is most exclusively used with crop production and the crops cultivated are usually annuals 
or short duration crops (fruits and vegetables). They are above-ground-level food production systems, involving 
use of raised platforms (spaces on top of human-made structures), referred to as green roofs or living roofs. 
Since they are above ground and usually on raised platforms, they present a separate set of operational 
challenges that have economic, architectural and biological implications. Some of the associated challenges 
that have been identified includes: high establishment and architectural re-engineering costs, limited space and 
load limits, accessibility, selection/choice of crops to be planted, as well as issues of pollution of roof runoff. 
However, some of the associated benefits from adopting green roof urban agriculture, apart from those 
mentioned before, include: 

� Production of socially and economically cheap and fresh foods 
� Retention (detain and slow runoff) of storm water which is a form of rain water harvesting technology. 

This has significant cost savings advantage in water cost reduction as well as in the design and 
management of infrastructure.  

� Economically, they provide a durability effect on the roofing materials and insulate from sound and 
trap dusts. The green layer protects the roof membrane from harsh climatic effects, puncture, and UV 
damage. 
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� The roof has full solar exposure with no risk of construction blocking the sun isolation. (minor risk of 
overshadowing by the neighbouring buildings) 

� Aesthetic appeal associated with greening effects and the ability of the green roofs to attract and 
butterflies and birds to urban environments. 
 

Asserting to the increasing popularity of green roof, Engelhard reported that green roofs are gaining popularity 
as a tool to mitigate many of the negative environmental effects caused by urbanisation. [63] He further 
highlighted that green roofs have been proven to reduce the UHI effect, absorb storm water, decrease energy 
used for heating and cooling, improve air quality, and sequester and store carbon and other greenhouse gases 
contributing to global climate change. 
 
A study conducted by Ableman found that with good management conditions crops performance in green 
roofs approximate that under normal field condition as rooftop growing conditions are not substantially 
different from those on the ground. [64] Considering the fast urbanising rate of our cities and the concomitant 
demand for cheap, fresh and healthy foods, and with the identified economic, social and environmental 
benefits of using living roof for food production, it is envisaged that the future is bright for green roofs use in 
food production. In another study Engelhard made a study on the different types of design of living roofs. [65] 
While observing that rooftop agricultural projects are responding to poor environmental, social and economic 
conditions in cities, he highlighted global climate change, hunger and economic recession as among the issues 
shaping current urban gardens. He however concluded that though there are many encouraging signs for the 
growth of rooftop agriculture, issues of land tenure, natural resources, zoning, funding and development 
trends continue to affect their success.     
 
 
Optimizing food production efficiency from green roofs 

Efficiency in food production is attained when the output generated from the system exceeds the value of the 
technical inputs used. System efficiency is a precondition for sustainability. As an efficient food production 
system will support basic ingredients for a sustainable system, green roofs use in urban agriculture generates 
output that are cheaper in the long run. The availability of a ready and high-value consumer market in the 
urban area (farmers’ markets, restaurants and organic kiosks) means that the products are exchanged for 
better prices and payment is usually direct to the producer. Also, there is usually little or no facilitating and 
logistic costs associated with transportation, storage and packaging.  While limited space and the peculiarities 
of rooftop technology may limit the quantity and types of crops that can be produced from this system, the 
production system is highly efficient and factors productivity are high. Green roofs technology offers huge 
benefits to make modern food production cheaper and environmentally friendlier. [66] 
 
Sustainable production system is a key element of the sustainable development goal (SDGs) of the United 
Nations. A sustainable system is one that incorporate the 3 pillars of profit, planet and people. It is a 
production system that yields a non-declining output over time while at the same time ensuring the natural 
resource base is not compromised. A sustainable urban food production system must therefore address issues 
of profitability and environmental sustainability. It will include the application of natural principles to grow 
enough food for people without depleting the natural resources that sustains it or polluting its environment 
and ensuring economic viability. According to Earles, variants of a sustainable agricultural system include 
organic, biodynamic, alternative and bio-intensive farming. [67] Sustainable agriculture is the product of a self-
sustaining production intensification regime. It is an attempt to reduce over-exploitation of the natural 
resources base through the minimizing the depletion of native resources and use of external inputs in 
production. Sustainable agriculture was a response to green revolution that was characterized by industrial 
production models that emphasized high productivity at the expense of water, soil, biodiversity. [68] Soil, 
water, nutrients and biodiversity health are fundamental ingredients for a sustainable biological system. 
Sustainability is achievable by establishing cultivation practices that encourage the health of these elements. 
Key access benefits of rooftop gardens is their nearness and absence of competition from lack of tenure. An 
individual or business cultivating their roof space does not have to make the trip to and from an allotment or 
community garden. Also, one of the great insecurities of urban agriculture centres on tenure. Community 
gardens, allotments, and temporary garden plots are often displaced by what are viewed as more 
productive/developmental uses of the land. Lack of tenure has a profound effect on the activities undertaken 
in an agricultural enterprise. Most urban gardeners will be reluctant to invest the time and energy required if 
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they cannot be assured continued use of the land. However, rooftop gardens are not likely to face competition 
with other uses of the space and can therefore offer greater security of tenure than other spaces. [69, 70] 
 

Retrofitting 

The world-famous Swiss-French modernist architect Le Corbusier advocated the use of the green roofs already 
in his architecture manifesto “Five points of Architecture” publicly announced in 1923. [71] Referring to him 
with the ongoing, still rising and above explained environmental concerns, nowadays it would be safe to say 
that use of the green roofs in the building construction is also a sustainably justified choice. The term “green 
roof”, also called eco-roofs, living roofs, planted roofs or vegetated roofs, alludes to the roofs of the buildings 
that are partially or fully covered up with the living flora consisting of the strata of a waterproofing membrane, 
growing medium and the vegetation as a top layer. The roof can rightfully be called the fifth façade of the 
building, thus it is important to consider also such factors as the aesthetical look, the acquirements for its 
functional use and environmentally friendly performance, e.g. reduction of UHI effect, management and 
infiltration of the rainwater, air purification, improvement of the environment, reduction of CO2 emissions. 
 
The application of the green roofs for new constructions nowadays is widespread globally. Although it may 
seem a contemporary trend with manifestation of roof gardens stretching back to modernist architecture, the 
history of the emergence of green roofs already dates back to the ancient times. The world's most famous 
green roof was one of the seven wonders of the ancient world – the hanging gardens of Babylon, constructed 
around 8

th
–6

th
 century BCE. The green roof construction is also a tradition of hundreds of years in Scandinavia, 

especially Norway. For the vernacular building construction in Nordic countries the turf roofs soaked in the 
birch tar were used helping to cool the house in the summer and keep it warm in the winter. Scandinavian 
countries in general can be glorified for their experience and history in the use of green roofs. 
 
The previous studies suggest that the use of green roofs is highly recommended in the refurbishment of 
already existing buildings. [15, 30, 38, 43, 65] Widely adopting the green roofs for building retrofitting may 
result in a number of local advantages, the increase of the building performance indicators as crucial one, 
essentially leading to the more global impacts described before. The building stock ages inevitably and the 
older buildings consume more energy comparing to the newly built, thus retrofitting by means of energy-
efficient technologies can leave significant impact. Typical flat roofs may be perceived also as aesthetically 
unattractive so speaking of the quality of urban life the green roof installed on the building can transform a 
lackluster rooftop into an aesthetically pleasing and attractive extra amenities for the occupants and humanize 
the built environment in the dense metropolis. As targeted in this research the green roofs can also serve for 
yielding crops and harvesting the food production. However, retrofit of the buildings with green roofs also 
comes with the certain challenges, namely structural restrains and additional loads, needs for the 
waterproofing and proper installation technology, access and maintenance. 
 
There are two types of green roofs distinguished – extensive with the soil thickness between 5 and 15 cm, 
where such plants as mosses, sedum, graminaceous and succulent are used, and intensive that is more similar 
to conventional roof garden with the growing variety of plants, shrubs, small trees and the soil thickness of 
more than 20 cm. The difficulty of the retrofitting the buildings with green roofs lays in the fact that this kind of 
roof appends additional load on the existing roof structure. Taking into considerations the load-bearing 
capacity and weight considerations, the more suitable green roofs used for building retrofitting are the 
extensive ones – in Germany 80% of green roofs is extensive. [72] The reason for that is the comparably low 
added load, as the profile of the roof construction is lighter, thinner and may not require the additional support 
of the existing construction. Since the expected weight for extensive green roof is 50 to 200 kg/m

2
, extensive 

and semi-intensive green roofs are more appropriate for retrofitting. The expected weight of typical turf roof is 
as much as 300 – 400 kg/m

2
. [72] Choosing the plant species like stonecrop with lower requirements for the 

substrate, the weigh load of the roof can be diminished. As added weight may turn into expensive structural 
upgrade, it is crucial to keep the weight of the green roof lower, to consult with the structural engineer and use 
certain weight-saving strategies. The green roof can be applicable both to flat and steep constructions. If the 
steepness exceeds 20

o
, the substrate layer must be secured for the rinsing rainwater. [73] The steepness more 

than 40
o
 is not recommendable for the installation of the green roofs. As for the designers the following 

aspects should be also considered: the layout of the heaviest planted elements, drainage, safety measures for 
the maintenance and use, watering system for vegetation and the conditions of the site in general. The 
technical solution for the roof design may also differ in various climate zones. 
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For the extensive green roofs popular in Europe, the layering consists of a coarse, mineral based growing 
medium, planted with sedum or other plants able to survive tough conditions. The typical composition of 
extensive green roofs are as follows: load-bearing slab or roof deck, vapor control barrier, insulation layer, 
waterproof membrane, root barrier (geo-textile), drainage layer, filter layer, growing substrate or porous soil 
and vegetation layer. Aforementioned small plants used for the top layer are selected so that they grow mostly 
horizontally ensuring dense coverage. The substrate is a rather thin layer of porous soil – mixture of sand, clay, 
mineral aggregates and organic substances. The thickness of the soil can be from 3 to 15 cm. However the layer 
of soil for intensive green roofs to grow larger crops and trees may reach 60 cm, the shrubs can be planted with 
40 cm of soil, thus the weight of the green roof layering can reach 800 – 1000 kg/m

2
. [73] In many cases the 

load-bearing capacity and the condition of the existing roofing system can limit the application of the green 
roof.  
 
Building reconstruction and retrofitting to adjust the energy parameters of the building performance is widely 
performed but the studies confirm that the use of green roofs in building retrofit can be beneficial in several 
aspects: the prolongation of the life-cycle of the original roof construction, improving the building’s energy 
efficiency, acoustic comfort, more natural look and feel, biodiversity, accessible public and private green area, 
urban gardening. However, still educating different actors, including designers and contractors and 
professionals specializing in green roof construction design is necessary. Admittedly, it's not always possible to 
convince developers to the application of green roofs, because there are still few examples in Northern 
latitudes and more conservative investors are not familiar with the technological advancements.  
 
If we talk about a green roof, then, objectively, its construction is more expensive than a traditional, “dark” 
roof. Green roof solution will be more interesting for developers and owners with the concerns about 
sustainability and energy efficiency of a building. Independent researchers have shown that the green roof is a 
forward-looking and well-founded investment for both the private developer and the cities. This is also 
evidenced by the fact that more and more cities and countries are prohibiting flat roofs from new buildings and 
the installation of green roofs in many places is a mandatory requirement for them. 
 
 
Business models 

Nature-based solutions (NBS) are a form of eco-innovations. They promote nature as a means for e.g. providing 
solutions to climate change, low air quality, loss of biodiversity etc. and consist of different ecological domains, 
where buildings, facades and roofs are one of them. NBS can help overcoming urban sustainability challenges 
by providing services, creating benefits and holding value for different urban actors. The concept of business 
model innovation is a potential enabler of nature-based solutions and sustainability. Sustainable business 
model literature assesses the ability of certain business models to contribute to sustainability development and 
links environmental, social and economic performance of businesses to their technological, organizational and 
social innovation activities. [74] Bocken et al. propose 8 sustainable business model archetypes: [75] 

� Maximize material and energy efficiency  
� Create value from waste  
� Substitute the use of finite resources with renewable and natural processes  
� Deliver functionality rather than ownership 
� Adopt a stewardship role 
� Encourage sufficiency 
� Re-purpose the business for society and environment  
� Develop scale-up solutions 
� NBS in the ecological domain of roofs are related to several sustainable business model archetypes: 
� Maximizing material and energy efficiency: green roofs provide isolation and protection of buildings 

and their roofs  
� Creating value from waste: building-integrated agriculture uses the water, heat and organic waste of 

the building which can be reused as input for delivering agricultural produce 
� Substitute with renewable and natural processes: contribution to decreasing rain- and stormwater 

run-off, improving air quality through natural processes. [74] 
 
These ecosystem benefits are of public nature, which leads to difficulties in finding private investments. For 
NBS related to a building, the investment decision takes place primarily at a decentralized level, with the 
building owner or the entrepreneur implementing the green roofs. [74] Khare et al. suggest a tripartite model, 
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according to which initiatives must be financially beneficial to all stakeholders. [76] Collaboration between local 
government, local businesses and residents is a necessary condition and success depends on creating a 
balanced win–win situation for all stakeholders. 
 

 

Conclusions/Summary 

The contribution of the heat accumulated by the roofs to the urban heat island phenomenon is so vast that in 
theory the termination of this accumulation would be enough to reverse the entire phenomenon [13]. Even 
though, even in such environmentally conscious countries as the members of EU, the mass-scale introduction 
of green roofs is not easy and encounters many obstacles. One of the reasons is the fact that relatively much of 
urban tissue covering European cities is at least 50 years old, which means that it comes from the ages when 
environmental issues were hardly recognised and methods of retrofitting the existing green roofs have not 
been very developed yet. In the meantime, the cities in the developing countries are growing really fast, but 
this rise is uncontrolled and unsustainable. [22] 
 
Further comparison between conditions in developed and developing countries did not give clear answer to a 
dilemma which of them should become a focus area for a green roof mass-scale introduction. In terms of the 
water retentiveness the green roofs in humid subtropical climates are better than in Mediterranean ones [48] 
and we can assume that the former ones represent the developing world, while the latter – the developed one. 
On the other hand, green roof retrofitting makes significant savings on heating, which is redundant in 
subtropical climates. [31, 34] It means that none of the areas of the globe is a natural leader which could be 
responsible for mass-scale introduction of such roofs. 
 
Assuming that tackling the UHIs is priceless in terms of a climate change, a way to disseminate green roofs 
must be found, as otherwise there is no major chance that they become in widespread use unless they are 
simply profitable and in a foreseeable future no financial support from public authorities can be expected in 
the developing countries. Such incentives for green roof constructions can be found in some of the developed 
countries, but green roof conversions are more necessary instead, even though they are more expensive. To 
alleviate this discrepancy, extensive green roofs are recommended.  
 
All of this means that the world needs solutions that would make new green roof constructions in developing 
countries and of green roof retrofitting in developed countries profitable and the prosumer model is a good 
prospect for such an option. It is based on an assumption that is a cornerstone for the dispersed renewable 
energy production idea, which implies that energy, in a form of electricity, heat or gas, but also other 
consumable utility goods, like water or food, can be not only consumed, but also produced almost effortlessly 
by the users of a building, in this specific case covered by green roof. 
 
Especially merging the idea of urban farming with green roofs looks promising, as the urban growing conditions 
they have many economic advantages that have been mentioned while not being substantially different from 
those on the ground. It is also a little contribution to the sustainability, as agricultural land use, among natural 
ones, is one of the least carbon footprint reducing. Still, in terms of economic costs, the extensive green roofs 
seem to be better than intensive ones. 
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CIGARETTE SMOKE OR EXHAUST GAS FROM WASTE INCINERATION – WHERE ARE MORE DIOXINS? 

 

 

Abstract 

In Poland, incineration is a relatively new method of waste treatment. Modern installations for waste 
incineration have two functions: they reduce the quantity (volume) of the waste and are a source of electricity 
and/or heat. During all combustion processes including waste incineration, polychlorinated dibenzo-p-dioxins 
(PCDDs) and polychlorinated dibenzofurans (PCD/Fs) (well known as dioxins) are formed. These compounds are 
considered to be extremely dangerous for living organisms including human beings. 
 
Dioxins are formed in any process of combustion of solid and liquid fuels in the presence of chlorine, oxygen 
and organic matter at appropriate temperatures. Combustion processes also occur during cigarette smoking, 
which is also a source of dioxin emissions. Although smoking has been classified as a less important source of 
dioxins in the environment, it directly affects our health. 
 
This work’s aim is to determine and compare the degree of harmfulness caused by the amount of inhaled 
dioxins: cigarette smoking or living near a waste incineration plant. 
 
Based on literature and experimental data, the concentration of dioxins in cigarette smoke and exhaust gases 
generated by municipal waste incineration plants as well as number of dioxins absorbed per day by the body 
will be presented. 
 
 
Key words 

polychlorinated dibenzo-p-dioxins, combustion, incineration plant, cigarettes  
 
 
Introduction 

Polychlorinated dibenzo-p-dioxins (PCDDs) and polychlorinated dibenzofurans (PCDFs), known in short as 
dioxins and furans, are widely regarded as one of the most dangerous environmental poisons. 
 
The general name of dioxins usually covers the entire group of chemical compounds including 75 
polychlorinated dibenzo-p-dioxins and 135 polychlorinated dibenzofurans, chemical compounds with the 
general formula shown in Figure 1. The dibenzo-p-dioxin molecule has two axes of symmetry, while the 
dibenzofuran molecule has one axis of symmetry, which explains significant differences in the number of 
congeners [1-3].  
 

 
Fig. 1. Polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans 

Author’s own source 

 
A common feature of all dioxins and dioxin-like chemicals is their high melting point, low volatility and very 
good solubility in fats and hydrophobic solvents, with very low solubility in water [4-5].  
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Dioxins and furans are formed as an undesirable by-product in all combustion processes (including incineration 
of municipal, industrial and medical waste and sewage sludge as well as during the combustion of fossil fuels, 
in particular, hard coal, lignite and biomass) also in some industrial processes such as the production of 
pesticides, paper and cellulose, as well as in the iron and steel industry and in the production of non-ferrous 
metals.  
 
The concentration of dioxins from municipal waste incineration plants in the flue gas stream is usually from 
0.001 to 50 ng TEQ/m

3
, depending on the exhaust gas treatment system [6-8]. Of course, the highest 

concentrations occur when there are no exhaust gas treatment systems. In the case of tests of dioxin emissions 
from industrial incinerators, results obtained were at a similar level as for municipal waste incineration plants 
[9-10]. For medical waste incineration plants, dioxin concentrations in the exhaust gases are slightly higher 
than for municipal waste incineration plants, which most probably results from simpler and less efficient 
exhaust gas treatment systems and high content of chlorine and chlorinated compounds in the incinerated 
waste [11-12]. 
 
Combustion of fuels in small domestic furnaces differs significantly from the combustion of the same fuels in 
large energy facilities. Usually, in small domestic furnaces, the oxygenation of the combustion zone is 
insufficient and, as a result, incomplete combustion occurs. This is manifested by increased emissions of carbon 
monoxide and organic micro-pollutants. The emission of dioxins from small furnaces may be low – 
concentrations in the emitter reaching 0.01-0.08 ng TEQ/m

3
 [13], in other – slightly higher 0.03-1.2 ng TEQ/m

3
 

[14], and even 0.1-40 ng TEQ/m
3
 [15], while in the case of fireplaces, concentrations exceeding even 20 ng 

TEQ/m
3
 were observed [16].  

 
The combustion processes during which dioxins and furans are formed also include cigarette smoking. Dioxin 
concentrations in the cigarette smoke can reach up to 2 ng TEQ/m

3
, i.e. at least 20 times higher than the 

permissible concentrations of polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans (PCDD/Fs) 
in exhaust gases from waste incineration plants [17]. Considering the large scale and widespread cigarette 
smoking, dioxin emissions from this source on the world scale can be significant.  
 
Despite the very high toxicity of some dioxins and furans concerning certain animal organisms, it is difficult to 
compare them with other strong poisons present in the environment, because their action is not immediate at 
concentrations we encounter every day. The harmful effect of PCDD/Fs lies mainly in disturbing the endocrine 
function of the body, resulting in impaired fertility, problems with maintaining a pregnancy or even infertility 
[18]. This is primarily a disturbance of secretion of progesterone, a hormone necessary for the maintenance 
and proper course of pregnancy [19]. However, there is no scientific evidence that dioxins have carcinogenic 
properties [20-21]. Some health effects resulting from the long-lasting effects of low concentrations of PCCD/Fs 
include decreased immune system activity, disturbed psychomotor development of children, thyroid hormone 
dysfunction, decrease in the amount and quality of sperm and increased number of cases of ovarian cysts [22].  
 

 

Research and results 

Based on literature and mentioned above experimental data, it was decided to compare the concentrations of 
dioxins in cigarette smoke, exhaust gases produced during combustion of so-called refuse-derived fuel (RDF) 
and flue gas streams from domestic coal-fired boilers. The a number of dioxins absorbed per day in the body 
from the previously mentioned 3 sources was also compared. 
The concentration of toxic substances in cigarette smoke is affected by the oxy-temperature conditions of the 
smoke produced. These conditions depend on the way of smoking a cigarette, i.e. on the so-called smoking 
topography. Based on the literature data [23-26], the following parameters of the topography of smoking were 
adopted (Table 1). 
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Table 1. Parameters of smoking topography 
 

Parameter Value 

Puff volume  60 ml 

Concentration of dioxins in cigarette smoke 2 ng/m
3
 

Time of smoking 1 cigarette 5 min 

Number of puffs when smoking 1 cigarette 20 

Number of cigarettes in one pack 20 

 

Source: Author’s 

 
The calculations were made according to the following as Equations 1 and 2: 
Amount of dioxins from smoking one cigarette: 

dp cVzE ⋅⋅=1       (1) 

where: z - number of puffs when smoking 1 cigarette 

V - puff volume 

dc - concentration of dioxins in cigarette smoke 

 
Amount of dioxins from smoking one pack of cigarettes: 

nEE pp ⋅= 12
       (2) 

where: n - number of cigarettes in one pack 
When calculating the dioxin emissions from smoking from eq. (1) and (2) the dioxin emissions from smoking 

one cigarette ( 1pE ) is 0.0024 ng and from smoking one cigarette pack ( 2pE ) is 0.048 ng. 

 
The amount of dioxin emissions and then the immission from waste incineration plants fired refuse derived 
fuel (RDF) was calculated for an example of a municipal waste incineration plant with a capacity of approx. 
94,000 Mg/year. The concentration of dioxins in the flue gas stream taken for calculations was equal to 0.025 
ng/m

3
 [27-30]. This is the size typical for this incineration plant confirmed in several emission tests. For 

domestic coal-fired boilers, dioxin concentration of 9.2 ng/m
3
 was adopted according to literature data [31-32]. 

Detailed data accepted for calculations are presented in Table 2. 
 

Table 2. Input values used in the calculations 
 

Parameter Symbol 
RDF incineration 

plant 

Domestic coal-fired 

boiler 

Fuel calorific value Dw  7 000 kJ/kg 19 000 kJ/kg 

Maximum fuel consumption maxB  11 750 kg/h 50 kg/h 

Excess air coefficient λ  2.1 1.9 

Dampness of flue gases ][ 2OH  10% 5% 

Exhaust gas temperature t  200°C 120°C 

Concentration of dioxins in the smoke 
under conventional conditions Dc  0.025 ng/mu

3 
9.2 ng/mu

3
 

Concentration of sulfur dioxide in the 
exhaust gas 2SOc  50 kg/h 2 000 kg/h 

Concentration of nitrogen oxides in the 
exhaust gas NOxc  200 kg/h 600 kg/h 

Emitter height H 60 m 7 m 

Emitter diameter D 1.8 m 0.25 m 

Gas flow rate in the emitter u 12.3 m/s 4.2 m/s 
 

Source: Author’s 
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The scheme of emission calculation [33] and summary of results (Table 3) are presented below. 
Theoretical air demand: 

5,0
1000

241.0
+

⋅
= D

T

w
V       (3) 

 
The amount of exhaust gases generated at complete combustion: 

65,1
1000

212.0
+

⋅
= D

P

w
V      (4) 

 
The indicator of the amount of generated flue gases: 

TPC VVV ⋅−+= )1(λ       (5) 

 
Flue gas stream under normal conditions: 

CN VBV ⋅= max        (6) 

 
Oxygen concentration in the exhaust gas:  
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C
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2
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λ
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Flue gas stream in real conditions: 
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Flue gas stream under conventional conditions: 

100

][100

][21

][21 2

2

2 OH

O

O
VV

u

rzecz

u

−
⋅

−

−
⋅=     (9) 

where: 
rzeczO ][ 2

- actual oxygen concentration in the exhaust gas 

 
uO ][ 2

- oxygen concentration in conventional conditions (11% for waste incineration plant, 6% for 

coal combustion) 
 
Maximum dioxin emission: 

DuD cVE ⋅=         (10) 

 
Maximum emission of sulfur dioxide: 

22 SOuSO cVE ⋅=        (11) 

 
Maximum emission of nitrogen oxides: 

NOxuNOx cVE ⋅=        (12) 
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Table 3. Results of emission calculations for RDF incinerators and domestic coal-fired boiler 
 

Parameter Symbol RDF incinerator  
Domestic coal-

fired boiler 

Theoretical air demand TV  2.187 m
3
/kg 5.079 m

3
/kg 

Amount of exhaust gases generated at complete 
combustion PV  3.134 m

3
/kg 5.678 m

3
/kg 

Indicator of the amount of generated flue gases CV  5.540 m
3
/kg 10.249 m

3
/kg 

Flue gas stream under normal conditions NV  65 097 mN
3
/kg 512 mN

3
/kg 

Oxygen concentration in the exhaust gas 
2O

C  9.12% 9.37% 

Flue gas stream in real conditions V  112 778 m
3
/h 738 m

3
/h 

Flue gas stream under conventional conditions  uV  19 450 mu
3
/h 160 mu

3
/h 

Maximum emission of sulfur dioxide 2SOE  0.972 kg/h 0.321 kg/h 

Maximum emission of nitrogen oxides NOxE  3.890 kg/h 0.096 kg/h 

Maximum emission of dioxins DE  0.486 µg/h 2.212 µg/h 

 

Source: Author’s 

 
The presented data illustrate the number of dioxins in the flue gas stream. In the case of waste incineration 
plant, the introduction of exhaust gases into the environment takes place at a height of about 60 m above the 
earth’s surface. For a domestic coal-fired boiler, the emitter is about 7 m above the earth’s surface. When 
smoking cigarettes, the emitter (cigarette) is at the level of our lips, so there is a direct absorption of pollutants 
from cigarette smoke. Analyzing the phenomenon of spreading pollutants from the incineration plant and 
basing on calculations according to the Pasquill model made in the OPA03 program, it can be assumed that the 
concentrations of pollutants at the earth’s surface are about 10

11
 times lower than the concentrations of 

pollutants in the exhaust gas stream in the RDF incinerator and around 10
13

 times smaller than in a domestic 
coal-fired boiler [34-36].  
 
To determine the immission of dioxins during cigarette smoking, it was assumed that the volume of one breath 
is about 0.5 dm

3
, the number of breaths per minute 16, and thus the volume of air inhaled per hour is 480 dm

3
.  

The table below presents the values of dioxin immission inhaled by man from individual sources. 
 

Table 4. The amount of dioxins inhaled by a human 
 

Source Value 

Cigarette smoking 
4.8 ∙ 10

-2
 ng/pack 

2.40∙ 10
-3

  ng/cigarette 

Coal-fired boiler 1.00∙ 10
-4

  ng/h 

Waste incineration plant 2.30∙ 10
-3

  ng/h 
 

Source: Author’s 

 
For the RDF waste incineration plant and coal-fired boiler, the highest concentrations observed near the earth’s 
surface at a distance of approx. 200-300 m from the emitter was assumed, which resulted from the 
calculations. 
 
 
Summary and conclusions 

Waste incineration is one of the best ways of its neutralization. Waste incineration plants practically do not 
have a negative impact on water and soil, which is a great advantage compared to a landfill. The volume of 
waste generated is also significantly reduced, and modern technologies make it possible to utilize combustion 
residues. However experience shows that such investments do not meet a positive reception in society. Each 
project of building a waste incineration plant instigates social protests. In general opinion waste incineration 
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plants cause very severe pollution of the environment. This is mainly due to the lack of information in society. 
Based on the analysis, it can be unequivocally stated that a man absorbs 0.0024 ng of dioxins while smoking 
one cigarette. During one working hour, the incinerator generates as many dioxins as it is produced during 
smoking of one cigarette. On the other hand, in the case of one-hour work of a domestic coal-fired boiler, one 
inhales as many dioxins as there are in 0.045 cigarette, in other words smoking 1 cigarette is equivalent to 
about 24 hours of exposure to the emission range from an old type coal-fired boiler. At the same time, it 
should be remembered that cigarette smoke contains significant quantities of highly toxic substances, including 
carcinogenic substances, such as benzo(a)pyrene, hence its harmfulness for the human body is many times 
higher [21].  
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